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Abstract

Surgical training has traditionally followed an apprenticeship model: residents observe
a number of praedures, then begin practicing in the operating room. And every time

a resident practices his first procedure on a patient, that patient is put at some level of
additional risk. Even in specialties where cadaver training is appli¢ablestricted

setto begin with), cadavers are expensive, are available only in limited number, and
lack the physiology that guides surgical decisioaking Thus the effectiveness of
cadavers in preparing resideffis surgical practicés limited.

Fortunately, computebased simulation offers an intermediate between
observation and livpatient operation. Virtual environments can allow residents to
practice both basic skills and procedural logic at extremely low cost, allowing the
presentation of a wide variety of opergtioom scenarios that cannot be duplicated in
cadaver labs. Furthermore, comptibesed simulation can offer even experienced
surgeons a chance to practice infrequeptdyformed procedures, to learn new
surgical techniques, and to rehearse proceduresp@ratively onpatientspecific
anatomy. An analogy can be made to the highly successful field of flight simulation,
which has been routinely used to train anédecate pilots for decades.

However,si gni fi cant technical c hsardickle ng e s st a
simulation systems and the virtual operating room that will become a standard part of
t o mo r rmedicdl 4raining. Simulators are still limited in rendering quality,
immersiveness, intuitiveness, and simulation realidrhis thesis addresses serof
those challenges, specifically in the contexsiafulating procedurgserformed orthe

temporal bone and mandible.



We present an overview of our simulation environment, specifically focusing
on how this software delivers the sources of intraoper&®dback that are relevant
to training surgical skills. We then discuss a project inspired by this environment,
which asks whether haptic feedback can be usedaichmotor skills, adding a level
of training not available in traditional training labgVe then address one of the most
difficult problems in surgical simulation: effectively simulating realistic deformable
materials.  Specifically, we address the adjustment of an interactive, low
computationatost deformationmodel to behave like a more cplex model. We
then present a series of algorithms and data structures that emerged from this work,
and conclude with a discussion on the evaluation ofréhésm of haptic rendering
systems.

The design and implementation of osimmulator has proceededniclose
collaboration with surgeonandwe have designed each component to fill a niche that
was found to be relevant in building a practical surgical simulator. This dissertation
demonstrates the effectiveness of todlaborative, multidisciplinarapproachto the

design of medical simulatars
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1 Introduction

Figure 1. A surgeon demonstrates drillng technique to a trainee using

our networked simulation environment.

This dissertationvill present techniques for haptic rendering and physical simulation,
specifically targeted toward solving problems relevant to virtual surgery. We will
begin by exploringfive problems faced by the surgical community and possible

simulatiorbased solutins to those problems, to motivate the remainder of the thesis.

The first relevant challenge faced by the surgical community is the risk
incurred by patients when a resident first conducts a procedBuegical training
programs are traditionally basedirparily on observation of experienced surgeons.
Residents are provided with some classroom training, but the core of a resident

training program is time spent observing and assisting in the OR. In certain



specialties, residents also practice on cadaeersnimals, but these approaches
virtually never supplant patieigentric learning due to cost and inherent dissimilarity
from the procedures being trained: cadavers lack physiology, and animals are in most
cases sufficiently different from humans in amay, physiology, and pathology to
prevent finetuning of surgical skills.The primary drawback to this model for surgical
training is the intrinsic risk at which patients are placed when a resident first practices
a procedureon a live patient Despite &tensive preparation through textbooks and
observation, sensorimotor skills take time to develop, and atifimet surgeon is
unlikely to be as effective as an experienced superior.

A second problem facing surgical training is thabst resident training
programs currently lack a formal mechanism for evaluating resident progress. It is
generally up to the discretion of instructors to determine when residents are prepared
for various stages of intraoperatiparticipation a subjective system which is dffilt
to standardize across institutional or national boundaries.

A third challenge faced by the surgical community is the lack of a consistent
mechanism for incorporating new technologies into surgical practice. Surgery is
already being transformed bymputerbased techniques such as robotic surgery
([62], [102], [139], [93], [120], [122], [35]) and imageyuided/augmentetkality
([108], [106], [141], [57]) surgery. However, integration efew techniques and
devices is still based largely on proprietary materials created by medical device
manufacturers, which can be difficult to evaluate and difficult to disseminate.
Furthermore, even experienced surgeons face the probielearning to usenew
technologies, and the community as a whole faces the problem of rapidly developing
surgical techniques, outcome metrics, and training guidelines for new devices and
treatments.

A fourth challenge faced by the surgical commuristyhe lack of a mecimsm
for A r e Burgeomdi iemeg experienced surgeoris on rarelyperformed
procedures, approaches, pathologies,adverse intraoperative eventsAlthough
surgeons in the U.S. are required to participate in continuing medical education on an

annualbasis, this generally focuses on new techniques and does not includeohands



review of uncommon procedures. This is especially relevant for ER and general

surgeons, who see a wide variety of cases and often have little time to prepare for a
case. To male the analogy to the highBuccessful field of flight simulation, a pilot

can fly a 747 for twenty years and never experience an engine failure, but still must be
prepared to respond when one occurs.

And yet afifth challenge faced by surgeons is themteedous anatomic and
physiological variation amongpatients, requiring significant adjustment and
navigational decisioimaking intraoperatively. 3D imaging offers surgeons a
preoperative view of a particul aronlgati ent
sparsely in preoperative preparation (surgeons still primarily rely on 2D slices from
3D data sets) This is largely due to the inability @urrent 3D image viewertd
replicate the approaches, perspectives, and interactions surgeons experience
intraoperatively In this sense3D viewersdo not offer significantly more than the
basic structural information surgeons currentitain from 2D slice images.
Furthermore, even an ideal image viewer would not allow surgeons to pridugtice

difficult physical manipulations that may be required for a particular patient.

We have nowseenfivec hal | enges faced by todayobs
posed by training inexperienced surgeansluating resident progress, incorporating
new technologies, fEaining experienced surgeons, and a lack of paspatific
rehearsal techniquesSurgical simulation (a term we will use interchangeably with
Avirtual 1 padiculare haptic)surgical simulationi offers promising
solutions to each of these problems.

Haptic virtual environments will allow residents to train on numerous complete
procedures before ever entering an operating room, providing a strong command of
the necessary sensorimotor skills and strong preparation for adverse events.
Computerbased snulation can offer reliable, repeatable, automated mechanisms for
evaluating resident progress, which can easily be standardized across institutions.
New surgical devices and approaches will be incorporated into simulation

environments before being incamated into regular clinical use, allowing surgeons a



chance to learn and experiment, and to provide feedback to manufacturers to
iteratively improve devices before higisk clinical testing even begins. Surgeons

will be able to rehearse rargherformed procedures either regularly (as part of

continuing medical education requirements) or as needed (immediately before
performing an unfamiliar procedure). And finally, surgeons will be able to rehearse a
procedure on a specific¢ and &ten physiolbgy inanat omy,
simulation before seeing that patient in the OR; this will help optimize surgical plans

and minimize unexpected intraoperative evefitsis type of rehearsal environment is

unlikely to replicate a complete (and lengthy) procedtire;most effective rehearsal

will likely sit somewhere between complete simulation and interactive visualization.

And perhaps the most valualileand most overlooked possibilities offered
by virtual surgery are those provided to persdrother thanrained surgeons.For
example, irtual surgeryoffers tremendous possibilities to veterinary surgeons, who
occasionally have to operate on species they have not previously encountered, where
acquiring a complete knowledge of the relevant anatomy and pdygimay not be
possible in the available time.

As another examplehitimes of crisis, it may become necessary for-non
surgeons e.g.nors ur gi c al physicians, nurset and PAOGSs
to perform surgery, and simulation offers a da@nd highly focused training
mechanism

Virtual surgery can also offer medical students an opportunity to explore
different surgical disciplines before committing to a specialty, to evaluate their interest
and the appropriateness of their skill set ordemonstrate their proficiency to
residency programs.

And finally, virtual surgeryi though perhaps not in its most realistic form
may be an appropriate mechanism fopatientto better inform himself about a
procedure for which he is preparing or a mauare he has recently undergone. Most
patientsi even technologically informed patientsexperience surgery with only a

limited amount of understanding about the procedural details. While some patients



may be content with this level of information, magwatients (or their families) would
benefit from a deeper understanding of a procedure that may comeafuiaeo-

gamelike simulation environment.

Despite the numerous motivations provided above for incorporating surgical
simulation into standard medicptactice, and despitédhe commercialavailability of
severalsimulators(e.g. [182], [36], [87], [183], [191], [213]), many of which have
undergone successful validation studies (8], [215], [161], [146], [207], [12]),
virtual surgery has yet toecome a part dhe medical mainstream

This is due in large part to the limited realism of simulation environments,
which often restricts successful simulatibasedlearning to basic skills training that
does not depend on graphical realism or even a medical context for the virtual
environment. Training for basic sensorimotor skills in laparoscapgtracted away
from wholeprocedure simulatiorhasthusbeen partiularly successfyR15].

In order for surgical simulation to develop into a core component of medical
practice and offer the full complement of benefits outlined above, further basic
research is required in the areas of graphnd haptic rendering techniques,
assessment mechanisms for rendering accuracy and simulator validity, automated
evaluation mechanisms, computessisted pedagogy, user interface design for
surgical simulators, image processing for data preparation, etc.

This thesis addressesveralof these issues in the context of developing a
simulation environment for surgical procedures of the temporal {éigare 2) and
mandible. The design of this environment proceeded in close cdatabomwith
surgeons, anthe sections of this thesis addrésdividual problemsor opportunities

that aroseluringthis development process.




Figure 2. Lifelike and anatomically-accurate illustration of the location of the tempora
bone (red) and mandible (green)

1.1 Contributions

This dissertatiorpresentsthe details of our surgical simulation environment, and a
series oftechnical advances that were made in the process of developing this
environment. The key contributions of thiesis are:

Algorithm s and rendering techniques forhaptic surgical simulation: We present

the haptic rendering techniques used in our surgical simulator (Section 3), which are
applicable to a variety of surgical specialties and-maalical haptic appli¢@ns. We

also present a series of algorithms and data structures that are used in processing and
preparing the data used in our simulator (Sections 5 and 6), presented in a general
context that is not restricted to their application to virtual surgégditionally, we

present mechanisms for comparing force trajectories (Section 4) and haptic rendering
algorithms (Section 7) that will enable a variety of haptics and psychophysical
experiments.The common threads among the presented techniques arpli@tirey

and assessing the sensory feedback required for effective surgical training and (b)

datadriven methods for simulation and haptic rendering.

Experiments and experimental results: We present two experiments involving
human subjects. The first €&ion 3) demonstrates the construct validity of our
simulation environment and will serve as a template for future construct validity
experiments. The second (Section 4) demonstrates the utility of haptic feedback in
teaching force patterns, and introdamovel analysis techniques that will generalize

to other learning and psychophysics experiments. We further present computational
experiments evaluating algorithmic performance and accuracy in Section 5, Section 6,

and Section 7.

Software: Thework presented in this thesis has generated a body of software that will

contribute to the haptics and medical simulation communities. The simulation
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environment presented in Sectioms3urrently in use in the Department of Head and
Neck Surgery at Stanford amdll continue to be a testbed for surgical simulation
experiments. The software packages, code, and/or data presented in each of the other
sections are available online; links are provided as each software component is

discussed.

1.2 Dissertation Roadmap

The remainder of this dissertation is organized as follows:

In Section2, we discuss related literature, including workwimual surgery, haptic

rendering, and physical simulation.

Section 3 describes our surgical simulation environment in detail, witértecular
emphasis on haptic rendering techniques and the replication of relevant sources of

intraoperative feedback.

Section 4 presents an experiment conducted to evaluate the possibtktgching
sequences of forces using haptic feedback. Thitiogediscusses experimental
design, analysis techniques, and experimental results. Results indicate that haptic

feedback can enhance learning when coupled with visual feedback.

Section 5 presents techniques foeshgeneration, calibration to a finite eshent
reference model, and interactive simulation. These techniques are presented in the
context of a processing pipeline for preparing and interactively simulating deformable

objects.

Section 6 presents three algorithms and data structures that detributhe work

presented in Section 3, Section 4, and Section 5. In particular, this sectiorsatiscus



techniques for distance field generation, data logging for perforrsercstive
multithreaded applications, and haptic curve constraints.

Section 7 pesents techniques for evaluating the realism of haptic rendering
algorithms; forces generates by a haptic rendering system are compared with ground
truth data.

Section 8 concludes with lessons learned from ourrerpats in surgical simulation

and discsses future work in some of the areas discussed throughout the thesis.



2 Related Work

This section provides an overview of related literature particularly focusingon
projects related tovirtual surgery. More detailed discussions of related work are
includedin each subsequersection placed specifically in the context of the work
presented ithatsection.

2.1 Haptics for Virtual Surgery

Before embarking on the development of a haptic simulation environment, it is
relevant to ask whether haptic féadk is relevant to surgery at all. Recent studies
have begun to explore this question in physical models of surgical environments.
Wagner et a[206] asked subjects to dissect a physical model of an artery with and
without force feedback, and found that force feedback significantly reduced the
number of errors and the overall level of applied force. Tholey €R@0], [85])

asked subjects to perform a stiftsue ieéntification task in a physical model, and
found that haptic feedback significantly
among tissue typesKazi ([94]) found that force feedback reduces applied forces in a
catheter inséion task. Theseresultsconfirm the intuitionthat haptic feedback is
critical to the fine dexterous manipulation required for surgdrige recent adoption

of robotic platformd which currentlylack force feedback will offer a future testing
ground or the role of hapticas forcefeedback capabilities are added to surgical

robots.



The apparent utility of haptics in surgery suggests that effective surgical
simulators will also include haptic feedback. Thus numerous surgical simulation
environments &ave included haptics.Laparoscopic surgery has been a particularly
appealing target for simulatiemased learning, given the difficult learning curve for
laparoscopic instrumenind the reproducibility of the intraoperative field of view;
environments fo training laparoscopic skills constitutdhe bulk of simulators
developed to date Webster et aJ209] presenta haptic simulation environment for
laparoscopic cholecystectomand Montgomery et all24] present a simulation
environment for laparoscopic hysteroscopy; both projects focus on haptectiaar
with deformable tissue. Cotin et [di3] present a haptic simulator for interventional
cardiology procedures, ¢orporating blood flow models and models of
cardiopulmonary physiology.De et al[49] apply the method of finite spheres to a
haptic simulator for laparoscopic Gl surgery.

Several commercial simulators also include hapticlbeek. For many of
these products, initial validation studies have been performed to evaluate the efficacy
of haptic simulation as a training technique. Wong §2H2] evaluatedhe construct
validity of the Endovascular AcuTouch systenfimmersion Medicalfor pacemaker
implantation simulation this study differentiated participants according to their
surgical experience level (similar in scope to the study presented in Section 3 of this
dissertation). Engum et al[54] explored the training benefitef the CathSim
simulator for intravenous catheterization, and found similar skill demonstration in
participants trained using traditional methods and those using the simulator; in several
methodologral aspects of the task (e.g. documentation), thesimoalator group was
found to be superiorGrantcharov et d68] confirmed the construct validity (ability
to differentiate users according to experience level) of theM@htor Il system
(Simbionix Ltd.) a haptic simulator for GI endoscopy. Similarly, McDougall et al
[114] confirmed that construct validity of tHeAPMentor system(Simbionix Ltd.), a

haptic trainer for basic laparoscopic skill
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2.2 Related Simulation Environments

This dissertation focuses on our environment for simulating bone surgery, so we will

elaborate specifically on simulation work in this area.

Several groups have developed simulators for temporal bone surgery, though
none havepreviouslydemonstrated construct validity and none have been formally
incorporated into surgical training programs. Bryan dB84] present a visuohaptic
environment for simulating temporal bone surgery, anddthelopers of thigproject
are currently assembling a muinstitution study to validate and disseminate their
work [84].

Agus, Prelstaff, Giachettet al present a series of papers describing their
simulation environment foristual temporal bone surgery9(, [8], [10], [7], [6]).
They provide further detail on their particle model $aimulating bone dug63], their
approach to haptic renderifg], and their approach to volume renderjtd]. They
present a related series of psychophysical exgaris on haptic contrast sensitivity
and user so abi lbanetisseestypds o theiri simblaar [80). t Alsa, t e
the same group preserds experimental approach to tuning the haptic feedback in
their environmeni4].

Pflesser Petersik et al report on an environment for virtual temporal bone
surgery [152], [151], [153], [155]), focusing on haptic rendering and their adaptation
of the VoxelPointShell method116]to bone surgery.

Previous work on simulating craniofacial surgery faised largely o soft-
tissue modeling fopredicting posbperative facial appearance. The general paradigm
istoacquireapre per ati ve model of a patientdés sof
range scans, and couple that to a-pneer at i ve model of t he s
structure acquired via MR or CTThe bone model is then manipulated interactively
by a surgeon, and the system attempts to useissiie deformation simulation (not
generally in real time) to predict facial tissue movement and -questative

appearance. Keeve et[8b] introduce this approach using laser range seadsuse
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the finite element method to compute deformatmarsimilar FEMbased approach is
used by Berti et gR1]. Teschner et g[198], [196], [197]) also use range scans as
preoperative data, and use an optimization approach to model deformation via a mass
spring system.

Several previous projects have also been targeted alogavy an interactive
environment for manipulating bone fragments. Berti ef24] allow the user to
explicitly specify polygonal cut surfaces and provide visualization tools to assist in
visualizing those cuts. Everettat[56] provide interactive collision detection during
the manipulation of bone fragments, and incorporate cephalometric labeling into their
environment. Pintilie et gl157] focus on resampling,efining, and remeshing a
surface mesh to implement a cutting operation using a sdiipebol on the surface
of a bone model.

2.3 Evaluating Simulation Environments

As surgical simulation environments mature and enter the medical mainstream, formal
evduation and validation will become critical aspects of simulator development,
clinical approval, and marketingl'hus Section 3 of this thesis evaluates the construct
validity of our simulation environment. Here we will review tleeent trend in the
simuation community toward evaluation studies. Several such stud@susing on
commercial simulation environments that include haptiegerealsodiscussed above
in Section 2.1

Additionally, Youngblood et al[215] comparedcomputersimulatiorrbased
training to traditional Aboxo (mechanical
skills, and found that trainees who trained on the comgagieed simulator performed
better on subsequent porcine surgery. Hariri e{78] evaluated a simulation
environment not for its ability to teach surgical skills, but for its ability to teach
shoulder anatomy, and found it to be superior to textdmased training.Srivastava
et al[185] confirmed the construct validity of a simulator for arthiasc procedures,
and Van Sickleet al[204] confirmed the construct validity of the ProMIS simulator

for basic laparoscopic skills. Seymour et{E0] and Grantcharov et §69] both
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evaluated the transference of laparoscopic skills for minimallynvasive
cholecystectomy from a simulator to a clinical OR, and found a significant benefit
from virtual traning in terms of time, error rates, and economy of movemeatuck

et al [73] address the validity of the Endotower (Verefi Technologies, Inc.), a
simulator for laparoscopic endoscopy.

2.4 Physical Simulation for Virtual Surgery

The most challenging technical problem in simulating most surgical procedufes
computation of deformation from forces. This poses the hardest case of the physical
deformation problem, requiring both realism (materials must behave like theghysi
objects theyobére representing) and interact
sufficient for graphici and in some cases hapiicrendering). This dissertation
addresses this problem in Section 5, using optimization techniques to extract
maximally realistic behavior from interactive simulation techniques.

A significant amount of work has been dooe physical simulation of
deformable material®r computer graphics, but these problems are rarely subject to
interactivity constraints and can gzally be manually calibrated to express a range of
desired materigbroperties. Gibson and Mirtidé4] provide a comprehensive review
of the fundamental techniques in this field; this section will specifically discuss the
application of physical simulation techniques to interactive deformation for virtual
surgery.

Early simulation environments (e.¢123], [33]) generally employed the
network of masses and springsmodel deformation This approach is extremely fast,
has extensivehgtudied stability properties, parallelizes extremely wélndles
topology changes triviallyand is intuitive to code and extend. Unfortunately, mass
spring systems are not calibratad terms of intuitive physical parameters, do not
generally provide volumereserving properties, are subject to instabilities when
integrated explicitly, and do not generally provide physieatigurate behaviorlater
work coupled traditional masspring systems with implicit solvers to improve
stability and accuracyZ10], [209]).
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More recent medical simulation environments have incorporated-élataent
modeling, which provides significantlyare accuracy than maspring systems at the
expense of computational cosBuch systems generally incuparticularly high cost
for topology changesthus nuch of the work in this area has focused on building
interactive finite element simulations trefficiently handle topology changef42],

[105], [20], [121]).

Additionally, a number of novel deformation models have been developed
spedfically for medical simulation. Balaniukand Salisburypresent the Long
Elements Method15] and the Radial Elements MethoflL6]; both areconstitutive,
guasistatic methods that provide volume gservation but limit dynamic behavior.
Cotin et al[44] use the finite element method as a preprocessing step and use a
simpler elastic model to adjust precomputed force/response functions to interactive
stimuli. More receny), the increasing availability of parallel architectures has spurred
the development of simulation techniques that parallelize more naturally, including
meshless techniquell®], [50]) and parallemassspring systemgq133], [134]).

Alt hough there has yet to be a consensus
medical simulation, effective application ofany model will require accurate
descrptions of the tissues represented in the simulatiGorthermore, a thorough
evaluation of a deformation model requires ground truth data to which one can
compare results obtained in simulatioRor both of these reasores significant body
of work has #tempted toobtain material properties for physical tissué&erdoket al
[97] collect strains throughout a deformable body, aiming to establshralard to
measure softissue deformation models Samani et aJ168] measure the ex vivo
response of tissue samples to applied forceasy et al[194] and Brouwer et gi32]

perform similar measurements in vivo.
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3 Visuohaptic Simulation of Bone Surgery

This section details the simulation environment we have developed for simulating
bone surgery. We present relevant simulation techniques and describe the architecture
that motivates the remainder of the thesis. A particular emphasitadsdpon
providing thesensory cueshat are relevant to surgical training in these disciplines.
That is, rather than strivingrimarily for an aesthetic sense of graphical realism, we
examine the key skills that an ideal simulator would train, #wedkey sources of
feedback that are relevant to surgical decisitaking We thenprovide appropriate
representations of those elememsour environment. These critical aspects of the
simulation environment have been identified through iterative desigpratotyping

in close collaboration with surgeons at Stanford.

This work has not yet been validated in a clinical setting; a clinical trial is
beyond the scope of this thesis. However, the surgical simulation community defines
several levels of preclinitaalidity, and we present an experiment here that assesses
the construct validity of our environment. We demonstrate with statistical
significance that surgeons perform better in our environment tharsurgeons
(Section 3.3).

At the time of publicatia of this thesis, the environment described here has
been installed in the resident training facility in the Department of Head and Neck
Surgery at Stanford, and is being used regularly by surgeons to iteratively improve the
environment. Our goal is to tegrate it into the resident training program in the

coming months.



Work described in this section has been publishgd28], [126], and[127].
The environment preséed here was also used as the infrastructure for the work
presented ifil79], [178], [177], and[176].

We present techniques for theswal and haptic simulation of bone surgery, with a
specific focus on procedures involving the temporal bone and the mandible. We
discuss our approaches to graphic and haptic rendering and interactive modification of
volumetric data, specifically focusingn generating forcéeedback effects that are
relevant to bone drilling. We then discuss how our rendering primitives and
simulation architecture can be used to build surgical training techniques that are not
available in traditional cadawrased trainig labs, offering new possibilities for
surgical education. In particular, we discuss the automatic computation of
performance metrics that can provide feal me feedback about a
performance in our simulator. We also present results from armriewgmeal study
evaluating the construct validity of our simulation and the validity of our performance

metrics.

3.1 Introduction

Surgical training has traditionally revolved around an apprenticeship model: residents
observe experienced surgeons in therafirey room, and eventually are deemed ready
to perform their first procedurfs7]. In recent years, simulatiehased training has
emerged as a potential adjunct to this method, and the value of simibased
learning has ben more widely ecepted74]. Simulation can be a safe, castective,
customizable, and easHgccessible tool for gaining experience ingary.

This sectionwill present methods for simulating surgeries involving bone

manipulation, with a specific focus on two categories of procedures: temporal bone
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surgery and madibular surgery. Sectiod.1 will provide relevant clinical background

on the target procedures. Sect®# will describe the algorithms and data structures

usal for interative haptic and graphic rendering, specifically targetedatd

providing key sources of intraoperative feedback for surgical interaction with bones.
Section 3.3 will present the results of a study which evaluates the construct validity of

our system (its ability to discriminate expert surgeons from novices). Segudowill

describe features of our simtibn environment that do not exist in traditional,
cadavetbased training labs. Secti@&b will discuss our approach to auotatically
evaluating a traineimonentper formance in our

We begin with a brief description of the relevant surgicatedures.

3.1.1 Temporal Bone Surgery

Several common otologic surgical proceduresicluding mastoidectomy, acoustic
neuroma resection, arabchlear implantatiori involve drilling within the tempora
bone to access critical anatomy within the middle ear, inner ear, and skull Asise.
computer simulation is becoming a more frequently used technique in surgical training
and planning, this ct& of procedures has emerged as a stromglidate for
simulatiorbased learning.

The time spent on a procedure in this area is typically dominated by bone
removal, which is performed with a series of burrs (rotary drill heads) of varying sizes
and surfaceproperties(Figure 3). Larger burrs are generally used for gross bone
removal in the early part of a procedure, while smaller burrs are used for finer work in
the vicinity of target anatomy.Surgeons employ a variety of strokesd contact
techniques to precisely control bone removal while minimizing the risk of vibration

and uncontrolled drill motion that could jeopardize critical structures.
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Figure 3. A typical surgical drill with an assortment of drilling burrs.

3.1.2 Mandibular Surgery

Incorrect alignment of the jawsdue to congenital malfonation, trauma, or disease

can result in cosmetic defmation and problems with chewing and/or breathing.
Orthognathic surgergecorrect such problems, typically by inducing a fracture in one
or both jaws (generally using a bone saw), displacing the fractured components into an
anatomically preferable configuration, and installing bone screws and/or metal plates
to fix the bone sgments in their new positions.

This approach is often prohibited by the severity of the deformation, the size of
the separation that would beequired after fracture, or the sensitivity of the
surrounding soft tissue. In these cases, distraction ostesigeén®ften employed as
an alternative. Here a similar procedure is performedwhich only a minor
separation is created intqaaratively. Instead of spanning the gap with a rigid plate,
an adjustable distractor is fixed to the bone on both siddseoddp. The distractor
can be used to gradually widen the fracture over a period of several weeks, allowing
accanmodation in the surrounding tissue and allowing the bone to heal naturally
across the fracture.

These procedures are likely to benefit frommgstal simulation for several
reasons. The complex, patiggecific planning process and the significant anatomic
variation from case to case suggests that art@edd simulator will assist physicians
in preparing for specific cases. Furthermore, rdetton procedures have been
introduced to the craniofacial surgical community only within the last ten to fifteen

years, and an effective sinatdr will significantly aid in the training and 1teaining of
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this new class of procedures, and with the extion of alternative techniques for
effective surgeries.

3.1.3 Current Training Techniques

Resicent training in otologic surgenypically includes disection of preserved human
temporal bones. This allows residents to become acquainted with the mechanical
aspects of drilling, but does not incorporate physiological inf@om, continuous
feedback for hazard avoidance, or sodsue work. Temporal bone labs are also
costly to maintain, and cadaver specimens can be difficult to obtain in sufficient
guantity. This approach also limits the prsion with which an instructor can monitor
a tr ai hng pe6faamarnkce, iad the instructor cannot feel the fiaild of the
traineefs interaction with the bone surfa
surface for demastration. A further limitation of cadavebased training is that
instructors have little or no mechanism for controlling anatomic variations or the
presence of specific pathology that can lead to challengingnitigai scenarios.
Interactve atlases such g§9] are available for training regional aoeny. Two
dimensional simulationg6] are avdable for highlevel procedure traing.

Surgical training in craniofacial surgery typligadoes not include cadaver
based procedures. Most residents learn anatomy primarily from textbooks and
models; surgcal technique is learned through apprenticeship and eguoe

observation.

3.1.4 Previous Work

Previous work in interactive simulation tfmporal bone surgeiy7], [34], [155]) has
focused primarily on haptic rendeg of volumetric data. Agus et 4FF] have
developed an analgial model of bone erosion as a function of applied drilling force
and rotational velocity, which they have Mexd with experimental datgl]. Pflesser

et al[155] model a driling instrument as point cloud, and use a midieéd version of
the VoxmapPointshell algorithnj160] to sample the stace of the drill and generate

appropriate forces at each sampled point. Each of these projects has incorporated
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haptic feedback nto volumetric simulation environments that make use of CT and MR
data and use volurmendering telniques for graphical display.

Agus et al[7] describe several enhancements to their simulation environment
that incorporate addonal skills, including the use of irrigation and suction; and
additiond sources of intraoperative feedback, including -teaé rendering of bone
dust.

Additional work has focused on nameractive simudtion of craniofacial
surgery for planning and ¢tzome pediction [95], [101], [170]). [126] discusses
preliminary work on interactive simulation of craniofacial surgery, [&84 presents a
simulation architecture for arthroscopic procedures.

3.2 Simulation and rendering

The goal of our simulation is higfidelity presentation of the visual and haptic cues
that are present in a surgicatveonment. This seain will discuss our overall
rendering scheme, and will focus on how we present the specific cues that are relevant

to surgical training.

3.2.1 Data Sources and Preprocessing

Models are loaded from fullead or temporal bone CT data sets, thresholdedl&deso
bone regions, and resampled to produce isotropic voxels, 0.5mm on a side. Using a
standard resampled resolution allows us to calibrate oundereng approaches

independently of the image souraesed for a particular simulation case

3.2.2 Hybrid Dat a Structure Generation

In order to leverage previous work in haptic rendering of volumetric[d&& while

still maintaining the benefits of surface rendering in terms of hardware acceleration
and visual effects, we mainta@ hybrid data structure in which volumetric data are
used for haptic rendering and titaohal triangle arrays are used for graphic rendering.

In order to simplify and accelerate the process of updating our polygonal data when
the bone is modified, we bdila new surface meghin which vertices correspond

directly to bone voxels rather than using the original isosurface mesh.
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The voxel array representing the bone model is loaded into our simulation
environment, and a polygonal surface mesh is generat@mdlose the voxel grid.
This is acconplished by exhaustively triangulating the voxels on thdase of the
bone region, i.e.:
for each voxel v1
if v1 is on the bone surface

for each of v16s neighbors v2
if v2 is on the bone surface
for each of v26s neighbors v3
if v3 is on the bone surface
generate vertices representing v1,v2,v3

generate a triangle t(v1,v2,v3)
orient t away from the bone su r face

Here being O6on the bone szaro boaecdersity ds def i
having at least one neighbor that has no bone density. Although this generates a
significant number of triangles (on the order of 200,000 for ecgygull-head CT data
set), we use several techniques toimiae the number of triangles that are gereztat
and/or redered. To avoid generating duplicate triangles, each voxel is assigned an
index before tessellation, andangles areqected if they do not appear in sorted
order. A second pass over the mesh uses the observations presef8 t;m
eliminate subsurface triangles that will not behlis from outside the mesh.
Voxels are stored in a compact;mmremory hash table, which is indexed by three
dimensional grid coordinates. This allows very rapid point/volumestaiidetection
without excessive memory requirements.

Secondary data structures map each voxel to itesmonding vertex index,
and each vertex index to the set of triangles that contain it. This allows rapid access to
graphic rendering elements (vedsic and triangles) given a méidd bone voxel,
which is critical for shading vertices based on voxel density and fofaregulation
when vels are removed (see Secti®d.4). Figure4 summarizes the relant data

structures.
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Voxel array Voxel Vertex array
hash table struct openGL array
Maps (i,j,k) A —» Contains vertex % Contains vertex
voxel pointers index and density positions,

information. normals, colors
Index map Triangle array
hash table openGL array
Maps a vertex index | Contains vertex indices

defining each triangle

All containing triangles

Figure 4. A summary of the structures binding our volumetric (haptic) and surface
(graphic) rendering data. When voxels are removed or mafled, the corresponding
vertices and triangles can be ecessed from the (i,j,k) voxel idex in goproximately

constant time.

3.2.3 Haptic Rendering

Virtual instruments are controlled using a SensAbleniima [110] haptic feedback
device, which provides thregegreeof-freedom forcefeedback and sidegreeof-
freedom positional input. Users can select from a variety of drills, including diamond
and cutting burrs ranging fromneto seven millimeters in diameter. We will first
discuss our approach to gross fefeedback, then we will present our methods for

providing specific haptic cues that are relevant to surgical training.

3.2.3.4 Gross Feedback: Volume Sampling

We initially adopted a haptic feedback approach simildd 58], in which the drill is
represented as a cloud of sampénts, distributed approximately uniformly around

the surface of a spherical burr. At each time step, each sample point is tested for
contact with bone $sue. By tracing a ray from each immersed sample point toward
the center of the tool, the systemncgenerate a atact force that acts to move that

sample pait out of the bone volumé-igure5a).
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Figure 5. Contrasting approaches to haptic redering of drill/bone interaction. (a) The
ray-tracing approach. Red points are suface samples on the surface of a spherical drill.
Each sample contributes a vector to the overall force that points toward the tool center
and is proportional to the penetration of the sample. Vxels labeled in purple would be
missed by the raytracing algorithm, thus creating uneven boneemoval. (b) Our volume-
sampling approach. Here, the full volume of the drill is sampled, and each point that is
found to be immersed in the bone ame contributes a vector to the oveall force that

points toward the center of the tool but is of unit length.

We found that this approach worked well overall,gmrted by[153], but had
several undesirable artifacts. Due to sampling effeeigufe 5a), this approach
produced uneven voxel removal at high resolutions, creating unrealistic bone removal
patterns that depended on surface samplingth€more, floatingpoint computations
are required to find the intersection points at which raysreand leave voxels. Since
sampling density is limited by the number of samples that can be processed in a haptic
timestep (approximately one millisecond), extensive flogbiogt computation fits
the potential sampling density. This sparse sampimis the effective stiffness of
the simulation (which epends on rapid and accurate computation of penetration
volume), which disrupts the illusion of contact with a highly rigid object.
Furthermore, this sparse samplingits the implementation of gherlevel effectsi
such as bone modification that ispgndent on the precise sphbrts of the drill that
are used to contact the bone. These drawbacks motivate an approach that uses a
higher ratio of integer to floatingoint computation and allows dagher sampling

density.
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We thus take a more exhaustive approach to sampling the tool for haptic
feedback and bone density reduction. The tool itself it discretized into a voxel grid
(generally at a finer resolution than the bone grid), and a preprogessmcomputes
an occupancy map rrdyoAt eachnnteratticedirhedtep, each nfehe a
volume sanples in the tool is checked for intersection with the bone volume (a
constanttime, integetbased operation, using the hash tabéscdbed in Section
3.2.2). A sample point that is found to lie inside a bone voxel generateslangit
contribution to the overall haptic force vector that tends to push this sample point
toward the tool center, which with adequate stiffness is always outsie the bone
volume)(Figure5b). Thus overall penetration depth is computed based on the number
of immersed saple points, rather than on the results of agmmnple raytrace.

The overall force generated by our approach is tmested along a vector that
is the sum of the Acontributionso from ind
magnitude of this force increases with the number of sample points found to be

immersed in the bone volume.

3.2.3.5 Nonlinear magnitude computation

Because the drill is densely sampled, a large number of sample points often become
immersed immeidtely after the drill surface penetrates the bone volume, which leads
to instability during lowforce contact. Reau ng t he overall &tiffness
haptic feedback that does natcarately repesent the stiffness of bone. We thus
employ a multigain approach, in which the magmde of haptic feedback is a
nonlinear function of the maber of immersed sample points.

More specifically, we define twoains, one of which is used when fewer than
a threshold number of sample points are immersed; the other is used for deeper
penetrations. This threshold is set such that the discontinuity in the force function
occurs shortly after contact is initiated, so discontinuity is perceived by the user.
This relationship is sumanized inFigure6. We find that this approach allows large
stiffnesses during haptic inter acrtiisokng whi |l e

period immedhtely following initial peretration.
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Feedback Magnitude vs. Penetration Volume

Normalized Feedback
Magnitude

0 50 100 150 200

Number of Immersed Sample Points

Figure 6. Multi -gain mapping from penetration volume (number of mmersed sample

points) to feedback magnitude.

Our volumesampling approach requires sampling a significantly higher
numberof points than the ratracing approach, since the complete volume of the burr
is sanpled, instead of just the surface. However, the operatidarpged when a tool
sample is found to lie within the bone volume is a congiar@ computation, rather
thana camplex raytracing operation. Overall, we are able to achieve a significantly
higher stifness than they ralyacing approachllbws. We do build on the rayacing
approach for less timeritical tasks, including bone thickness estilon (Section

3.2.9) and haptic feedback for nphysicallybased tools (S#ion 3.2.5).

3.2.3.6 Modeling Drill Surface NorRuniformity

Our system also associates a dadrilling
location within the drill head; each tool voxel thatiersects a bone voxel removes an
amount of bone dw®ity that depends on the drilling power of the sample point. This
approach allows us to simulate key aspects of drill/lbomeact particularly the fact
that the equatorial surface of the burr caraekrger linear eocity than the polar
surface and thus removes more bone per unit of applied force. Simulating this effect
is critical for encouraging trainees to use proper drillingrieie.

More precisely, the amount of bone removed per unit tima fiwen sample

point is computed aspRin the fdlowing expresion:



g =abs(cos'(d 1 (s- t.))
R, = f Tfmax(Q,R,, - falloff Tabs(p/2)- g))

éwhere s is the | oc adidsteenoator ofthehtoos sampl e |

center, d is the axis of thetoolfthl e, and d i s thus bnhdee angl e be¢

and 6-t). Theexpresi on 4aWK3$ (1 k2thus the fAlatitudeo

point. falloff is a constant parameterizing the namformity of the drill surface. If
falloff is zero, the pa and the ecptor of the drill remove bone with equal efficiency.
Rmax IS the maxmum rate of bone removal per unit force, dnd the magnitude of
force curently being applied by the user. The computation of latitudensrsuized

in Figure7. Note that falloff parameters are precomputed for drill samples to avoid

performing expensive amosine opeations hundreds of times per haptic timestep.

>
Mgl G2ter () Primary drill axis (d) q

>
(sic)\‘. #((,0/ 2)- q))

Sample point (s)

Figure 7. The computati on o fme sahpke paint fer bandg rentbead o f

rate computation.

This approach allows us to encourage propelimgitechnique and to model
critical differences among burr types. For example, our model captures the fact that
cutting burrs typically show more dependenon drilling agle than damond burrs
do, but have higher overall bone removal rates. A cutting burr would thus be

associated with both a higherRkand a higher falloff in the abovegression.
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3.2.3.7 Modeling Tangential Forces

Another property of wrgical drills that should be as@tely represented in a

simulation environment is their ndency to drag the user along the surface of the

bone, due to the contact forces between the teeth of the drilling burr and the bone
(Figure8). Stroking the drill on the bone surface in a chign that allows these forces

toopposea sur geonds hand mot inrolthepvelocitgiofttte t he s
dri I . Stroking the drill such thoat thes
causes the drill to catch its teeth on t|
movement, which can be extremely dangerous. Sitingathis effect is thus critical

to training correct drilling technique.

drill rotation

tangential force

v

bone model

Figure 8. A spinning, burred drill creates a tangential force that propels the drill along

the bone surface.

Model i ng t he cont act forces bet ween t
geometry and the bone surface would benmotationally expensive, so we again
employ ar dense sampling approach to approximate tangential drill forces during the
computation of penalty forces.

Each sample that is found to be immersed in the bone (i.e. the red samples in

Figure5a) computes its own tangential force t@c according to:
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ftan :(p_ SC)3 d

é w h e figeis the tangential force created by this samplés the position of this
samplesci s t he center of the fnplles@Ehésamdle t he dr i |
position projected onto the drill axis), adds the pimary axis of the drill (and thus
the axis of rotation), as shownHigure?.
The vector(p T sc) is a vector from the tool axis to this sample point, an
approximation of the local surface normal (the true surface normal isragn
unknown, since mostesp | es are not on the surface of the
defined normals). The drill axis vector isrn@lized to unit length, and the magnitude
of the vector(p T s indicates its distance from the tool axis and thssliitear
velocity (since the drill spins at constant rotational velocity, samples farther from the
axis of rotation carry larger linear velocity than close near the axis of rotation). The
crossproduct (p 7 s 2 d is thus scaled according to sample wei#lo and is
perpendicul ar t o b qprdximatehsarfack narmal. 6 s axi s and th
Summing these vectors over all samples that are found to lie on the bone
creates a net force that simulates thieraction between the teeth of the drill and the
bonesurface. Scaling thisvectorby i s equi valent to reversing
the drill.

3.2.3.8 Modeling Drill Vibration using Recorded Data

Another key aspect of the haptic sensation associated with drilling is the vibration of
the instrument, whit varies with applied force and with burr type. In order to
generate reddiic drill vibration frequencies, we outfitted a physical drill with an
accelerometer and collectedbration data at a variety of applied drilling forces.
These data are surnaneed in Figure9. The key spectral peaks were identified for
each burr type and used to synthesizeatibns during the simulation. Since we are
driving our haptic feedbackedice at approximately 1.5 kHz, we are unable to
presene the highesfrequency vibrations identified in these expeental recordings.
However, we are able to preserve the lefvequency harmonics and the variations in

vibration associated with changes in burr type and/or changes in applied) doitce.

28



Cutting burr: no contact ~ Cutting burr: bone contact

) 1030hz 875hz
3
o
o
[
N
©
£
o
z
0 Hz 2500 0 Hz 2500
Diamond burr: no contact Diamond burr: bone contact
1049hz 625hz
L—Aﬁ.
0 Hz 2500 0O Hz 2500

Figure 9. A spectral representation of drill vibration, collected from cutting (top row)
and diamond (bottom row) drilling burrs, when in contact with bone and when pavered
but held away from the bone surface. The frequenciesfahe largest peaks are
highlighted. The sharp spectral peaks make this data suitable for redime vibration

synthesis.

3.2.4 Data Manipulation

When bone voxels are removed from our environment, our hybrid data structure
requires that the area aroune tbmoved bone be retessellated. Consequently, bone

voxels are queued by our haptic rendering thread as thegraoxed, and the graphic

rendering thread retessellates the region around each voxel pulled from this queue.

That is, for each removed vox&\,e see which of 1its neighbor
and create triangles that contain thentees of these new voxels as vertices.

Specifically, for each removed voxel v, we perform the fallog steps:

r each voxel v6 that is adjacent to v
f v 6 ontke bone surface

if a vertex has not already been created

tore presented v©o

fo
i
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A

create a vertex representing v©o
computethesu rf ace gradient at vo
gueue vOo for triangle creation

for each queued voxel Vv©O
generate triangles adj acent to voO (see bel ow)
Once again, a voxel that -zeresboredensity he bone

and has at least one neighboring voxel that contains no bone density. When all local

voxels have been tested for visibility (i.e. when the first loop is ¢etepn the above

pseudocode), all new vertices are fed to a triangle generation routine. This routine

finds new triangles that can be constructed from new vertices and their neighbors,

orients those triangles to match the e s 6 s ur f a c eopiesovisibiea | s , and
triangles to the Avisi3Bl &) tridhgl eeasopaydofs
triangles for tr i an ctorof sianglesitpertormed initle t hat t he
second loop aboviedepends on knowing which local voxels arebiisj which is only

known after the completion of the first loop.

3.2.5 Additional Tools

An additional bone modification tool allows the intratan of large bone wts via a

planar cut tool (se€&igure 10). This tool generates nioaptic feedback and is not
intended to replicate a physical tool. Rather, it addresses the need of advanced users
to make rapid cuts for demonration or for the creation of training scenarios. Bone
removal with this tool is implemented by discretizifg planar area controlled in

six degrees of freedom into voxelsized sample areas, and tracing a ray a small
distance from each sample along the normal to the plane. This is similar to the
approach used ifil53] for haptt rendering, but no haptic feteack is geerated, and
each ray is given infini temovéddromdnyvoxely power 0,
through which each ray passes. The distance traced along each mayoilecbby the

user. This allows the us¢éo remove a planar or beshaped egion of bone density,
demonstrated ifrigure10b. This approach will often generatelated fragments of

bone that the user wishes to move or delete. This operation is discussed in Section
3.2.6.
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Figure 10. The use of the cuiplane tool and the independent manipwdtion of
discontinuous bone regions. (a)he cut-plane tool is used to gametrically specify a set
of voxels to remove. (b) The volume after voxel reaval. (c) The floodfilling thread has
recognized the discontinuity, and the bone segments can now be manipulated

independently.

A final set of tools allows the user to manipulate rigid models that can be
bound to bone objects. This is pantarly relevant for the target craniofacial
procedures, which center around rigidl
We thus provide models of several distractors and/or indssndard bone plates (it
is straightforward to add additional modelsY.he inclusion of these plate models
allows users to plan and practice platsertion operations interactively, using
industrystandard plates. Cddion detection for haptic feedback is performed using a
set of saple points, as was the case with drglitools. In this case, the sample points
are generated by sampling 100ti@es of each model and extruding them slightly
along their normals @gause these models tend to be very thin relative to our voxel
dimensions) Figurel1a). For this tool/bone adact, which generally involves objects
with much larger volumes than the drill tools, we elected to use théraeng
approach presented [153]. This approach allows reasonableptiafeedback wh
lower numbers of samples than the volumetric approach we use for dimgdilols
(Section3.2.3). Since there is no walkfined tool center toward which we can trace

rays for penetration tau | at i on, rays are traomaa al
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each sample point. At any time, the user can rigidly affix a plate tool to a bone object
with which it is in contact using a tion on the haptic devicé&igurellb,c,d).

()

Figure 11. The modeling aad attachment of rigid bone plates. (a) The sdace of a bone

plate after sampling and extrusion. (b) A bone surface before modification. (c) The
same bone surface after drilling, distration, and plate attadiment. (d) The same bone

surface after drilling, distraction, and distractor insertion.

3.2.6 Discontinuity Detection

A critical step in simulating craniofacial pregtures is the detection of cuts in the bone
volume that separate onegion of bone from mother, thus allowing independent rigid
trarsformations to be applied to the isolated borggrssts.

In our environment, a background thread performspeated floodilling
operation on each bone structure. A random voxel is selected as a seed point for each
bone dject, and floodfilling proceed through all voxel neighbors that currently
contain bone density. Each voxel maintains a flag indicating whether or not it has
been reached by the flodilling operation; at the end of a filling pass, afirnarked
voxels (which must have become aeped from the seed point) are collected and
moved into a new bone object, along with their corredpgndata in the vertex and

triangle arrays.Figure12 summarizes this opaion and provides an example.
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Figure 12. Discontinuity detection by floodfilling. The seed voxel is higlighted in red,
and the shaded (blue) voxels were reached by a flodiling operation beginning at the
seed voxel. These voxels thus miinue to be part of the same bone objdcas the seed
voxel, while the unshaded voxels on the right have becomesabbnnected and thus are
used to create a new bone object. In a subsequent pass through the flditithg
algorithm, a third bone object would be created, because the unfilled voxedse further

fragmented.

Figure 10a andFigure 10c display a bone object that has been cut and the
subsequent independent movement of the tesulting structures. Heré for
demonstrationi the cutplane tool is used to create the fracture; during simulated

procedures, fractureare generallgreated by the diihg/sawing tools.

3.2.7 Graphic Rendering

To take advantage of the fact that the user doeseptufre nt | y change t he s
viewing perspctive, we maitain two triangle arrays, one containing the complete
tessellation of the cur nmreanyto )b o naendv odmuemec
only those that are visible from positions close to the current camera position (the

A v i sirlalyehg lattertrray is initialized at startup and isniéalized any time

the camera comes to rest aftereniqud of movement. Visible triagles are those with

at least one vertex whosernml points towards (less than 90 degrees away from) the

camera. Bcause this visibilitytesting pass is timeonsuming, it is pdgormed in the

background; the complete array is used for rendering the scene duringspef

camera movement (when the visible array is aimsied &6dirt yao) and

reinitializationofh e iIBveé array.
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As an additional optimization, we use the nvtristrippdry[143] to reorder our
triangle and vertex arrays foptimal rendering performance. We could have further
reduced rendering time by generating rigée strips from our triangle lists, but this
would add significant compational complexity to the process of updating the surface
mesh to reflect changes to the urigiag voxel grid.

3.2.8 Bone Dust Simulation

We also build on the work presented[i#] to provide a simulation of bone dust
accumulation, which is partiarly critical in otologic procedures. Bone dust tends to
accunulate in the drilling area, and must be suctioned offrfeaace vigility of the
bone surface.

Agus et al[7] simulate the behavior of individual penes of bone dust,
sampling a subset of the particles in each rendering pass to minimize the
computational load @manded by the simulation. Since individual particles arfieb
dust are not generally visible, it is unnecessary to simulate particulate motion.
Therefore we take an Eulerian approach similafl&6], in which we discretize the
working region into a thredimensional hashed grid. ®Rer than tracking individual
particles, we track the density of particleswained in each grid cell. This allows us
to simulate the ping of dust particles, particle flow due to gravity, and igéet
movement due to tool contact fall accumulated hbwe dust, without simulating
individual paticles. Gravity and tool forces transfemdiy between neighboring grid
cells, rather than modifying the velocity of individual peles.

Each grid cell containing bone dust is rendered adiafig-transparent
OpenGL quad, whose dimsions scale with the density of dust contained in that cell.
This provides a convincing representation a€amulated particle volume and density,
and does notequire that we render each particle (that is, each quantum of density
individually.

This gridbased approach significantly reduces corajiut and rendering time
relative to a partickbased (lagrangian) approach. Coupled with the hash table we
use to minimize memory consumption for the grid, we are able to render large

guantities of accumulated bone dust without impacting the interactive performance of
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the appication. Figure13 shows a volume of accumulated bone dust and ttigosu
device used by the trainee to remove it. The suction desio®ntrolled with an
additional Phantom haptiaterface.

Figure 13. Bone dust simulation. The user has removed a home of bone, which has
now accumulated as bone dust. The physical sinatlon has allowed the bone dust to fal
to the bottom of the drilled area. The user is preparing to @move the bone dust with the

suction device.

3.2.9 Data-Driven Sound Synthesis

Sound is a key source of intraoperative feedback, asvidas infornation about drill
contact and about theature of the underlying bone. We simulate the sound of the
virtual burr as a series of noisy harmonics, whose frequency modulates with applied
drilling force. Building upon the harmonlmased synthesis approacteqanted in

[34], we have recordedudio data from cutting and diamond drill burrs applied to
cadaver temporal bone a under a series of drilling forces, in order to determine the

appropriate fequencies for synisized sound, as well as the dependence of this data
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on dill type and applied diiing force. Figure14 summarizes the spectral information

collected from damond and ctiing burrs.

Diamond burr: no bone contact Diamond burr: light contact Diamond burr: firm contact
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Figure 14. A spectral representation of audio data collected from @mond (top row)
and cutting (bottom row) drilling burrs. Columns represent no bone contact, bone
contact without significant pressure, and bone contact with a typical drilling pressure
(applied by an experienced stgeon). The sharp spectral peaks and distinct viation

among drill types and contact forces make this data suitable for redime synthesis.

Sound can also be a key indicator of bone thicknetsaoiperatively; sound
qguality and frequency change sigo#ntly as the drill contacts a thin layer of bone
providing a warning that the surgeon is approachingisge tissue. In our simulator,
the pitch of the synthesized soumgtreases when the drilled areecbmes thin. In
order to estimate the thickness of boegiagns, we used a raytracing algoritlsmmilar
to that used for haptic mdering in[153]. At each voxel that is detained to be on
the surface of the bone, the surface gradient is used to approximatefabe sormal,
and a ray is cast into the bone along thesmal. The ray is traced until it emerges
from the bone vilume, and the thickness isiesat ed as t he distance fr
entry point to its exit point. For sound synthesis, this thickness is averaged over all
surface voxels with which the drill i;n contact. Below an empirically selected
thickness threshold, sound frequency increases linearly with dEgredone
thickness. The slope of this relationshipeested so that the key harmonics span the

same range of frequaeies in simulation thahty do in our measured data.
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3.3 Results: Construct Validity

3.3.1 Experimental Procedure

The surgical simulation c¢ommuinhegbfityfdref i nes
a simulator to mimic the reavorld properties of the environment it aimsrépresent.
The present study daisdietsyp@® soft heumcoinmu Ir aitcit o
ability to explain subject dhavior in simulation with appropriate parameters
descrbing subject experience level. In other words, expergesans should pérm
objectively better on a simulated surgical task than novices.
For the present study, fifteen rightinded participants were asked to perform a
mastoidectomy (removal of a gmn of the temporal bone and exposure of relevant
andaomy) in our simulatar Participants included four expenced surgeons, four
residents in head and neck surgery with surgical experience, and seven novices with
no surgcal experence.
Participants were presented with a tutorial of theukitor and were given
fifteen minutes o practi ce using the haptic device
Partidpants were then presented with an instructional videscribing the target
procedure, and were given accédsefore and dung the proceduré to still images
indicating tle desired appearance of the bone model at various stages in the procedure

(Figurelb). Participants were asked torfpem the same procedure twice.
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Figure 15. Still images presented to experimental pdicipants, indicating the stages of

the mastoidectomy procedure.

Each participantds hand mo v eareetionss , haptic
were logged to diskhen later radered to video. Videos were scored on a scale of 1 to
5 by an experienced headd neck surgery instructor; thestructor was not aware of
which videos came from which subjects and viewed them in randomized order. This
scaing approach is similar to thepproach used to evaluate resident progress in a
cadaver training lab. Our pgthesis is that participants with sicgl experience
should receive consistently higher scores than those with no sunpealence.

Figure 16 shows a summary of the experimental results. Participants with
surgical experienceeceived a mean score of 4.06, and novices received a mean score
of 2.31, a statistally significant difference according to a etadled ttest (p <
0.0001). This clear difference in performance whenratpey in our simulator

demonstrates the consttu@lidity of the system.
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Mean Score

Novices Surgeons

Figure 16. Mean scores for simulated mastoidectomies performed by novice participants
(left) and participants with surgical experience (right). Error bars indicate 95%

confidence intervals.

34 Novel Training Techniques

The previoussulsections of thissection discussed our simatl or 6 s approach
replicating interaction with bones, i.e. replicating the features available in a traditional
cadavetbased training lab. The following section discusses incorporation of

training features that are not possible in a traditional training lab, and thus demonstrate

the potential for simulation to not only replicate but also extend existing training

techniques.

3.4.1 Haptic Tutoring

Surgical training is typially focused on visual obsaton of experienced surgeons

and verbal descriptions of proper technique; it is impossible for a surgeon to
physically demvonstr ate the correct 0 f e edl toolso f bone
With that in mind, we have incoopr at e dot iac Othuat or i ng 6 mo d u |
environment, Bowing a trainee to experience forces that are the result efnate

usero6s interaction with the bone model
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Ideally, the trainee would experience boththeenoe nt s of t he i nstruc
tool and tle force applied to/by the instructor, but it is difficult to control both the
position and the force at a haptic egftector without any control of the compliance of
the userods hand. To address this natssue, we [
ofannst ructor6s tool (runni n-gainepringaandraddmot e mac h
the resulting forces to a Oplctaybé@as ktbo @lf. tlh.ee f

I:trainee: Kp(Ptrainee| I:)instructoa + I:lnstructor

€ Wh e rin&ucorfand Frainee are the forces applied to thesit r uct or s and tr ai
tools, and RsiuctordaNd Ranee@ r € t he position of the instructc
is small enough that it does not interfere significantly with the perception of the high
frequencycommment s transferred from the instructor
| arge enough that the traineeb6s tool stays i
practice, the error in this loigain po&ion contrdler is still within reasonabl visual

bounds, and the trainee perceives that he is expariethe same force and position

trajectory as thenstructor.

We use the same approach and the same forsetcaa nt s f or fAhaptic pl
allowing a user to play back force data collected faam pr evi ous wuser 6s run
our sytem. This has potwial value both for allowing trainees to experience the
precise forces @plied during a canonically correct procedure, and for allowing an
instructor to expeence and evaluate theepise forces geerate during a trial run by a

trainee.

3.4.2 NeurophysiologyConsole Simulation

Another goal of our simulation environment is to train the surgical skills required to
avoid critical and/or sensitive structures when using potentially dangerous tools. The
inferior alveolar nerve is at particular risk during most of the procedures this
environment is targeting. We thuscorporate a virtual nerve monitor that presents

the user with a representation of the activity of nerve bundles in the vicinity of the
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procedure Figurel7a). Nerves are currently placed explicitly for training scenarios;
future work will include automatic segmentation of large nerves froage data.

This approach will also potentially contribute to the simulabased training
of a complete suiigal team, which typically involves geral technicians focused on
neurophysiology matoring. Simulated neural data is streamed out via Ethernet for
remote monitoring, and can be vidizad on a console that is similarwhat would be
available intraoperatively to a technician. Our system uses thelization and
analysis software distributed with the Cerebus neural recording system
(CyberKinetics, Inc.) Figurel7b).

Figure 17. Virtual neurophysiology monitoring. (a) The user drills near a simulated
nerve (in blue) and views a reatime simulated neural monitor, which also provides
auditory feedback. (b) A remote user visualizes the activity of several simulatagrves,

observing activity bursts when the user approaches the nerve structures.

3.5 Automated Evaluation and Feedback

Another exciting possibility for virtual surgery is the use of simulation environments
to automatically ev ad pravileetargetedtfeedback te befps

i mpr ove rgicalteclniguies s u
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A straightforward ppr oach t o e v &slparfarimancegon the t r ai neeo
simulator is determining whether a given objective has been achieved while avoiding
injury to vunerable stuctures (such as nerves, ossicles, or veins). However, many of
the finer points of technique thatrgeons learn are taught not because failure to
adhere to them wilhecessarilyresult in injury, but because it increases ltkelihood
of injury. Therebre, it is useful to be able to quantify the risk inherent in the trainee's
performance.
This section describes severadailingmetrics f¢
technique, and our approach to visziag these metrics. We also present approaches
to validaing these metrics (confirming that they are medically mmegul) and initial

validation results.

3.5.1 Visibility Testing

One of the most important ways in which risk is mmized in temporal bone surgery
is by taking care to only remove bone thatwithin the line of sight, using a
As@aer i zingo drilling techniqueshapedeanityvi ng bone
on the bone surface). Thisables the surgeon to avoid vulnerable structures just
below the bone surface, using subtle visual ctlest indicate their locations. |If
i nstead some bone ttiisn gdo modreidl Ibiyn gh ubnedreeractuh a s
obscures visibity), there is increased risk of structurendaye.
In our environment, as each voxel of bone is removed, theilation
determines whether this voxel was visible to the user at the time of removal. Making
use of the same réayacing tetniques that are used for haptic rendering (Section
3.2.5), a line is traced from the removed voxel to the virtual eye point. If axgtsvo
(other than those currently in contact with the drill) are intersected by this ray, the
removed voxel is determined to be invisible.
During or after a virtual mcedure, a user can Vvisualize the
visibility/invisibility of every voxel he removed, toxplore the overall safety of his
technigue and find sgific problem areas. Voxels that were visible whemaved are
shown in one color while those that were obscured amdered in another color

(Figure18). The scene may aldm® otated and rendered with onlglscted structures
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visible, allowing unobstructed visuadizon of the locations of the removed voxels and
their proximities to crucial staures.

Figure 18. Visualization of removed voxel viility. In this simulation, the trainee has
corectly isaucerized" on t he right side, re
"undercut" on the left side, removing bone that was hidden by other bone. This

inter active visualization7 in which the bone itsef is not renderedi displays the regions

in which he exercised proper tebnique (visible voxels in green) and regions in which he

did not (obscured voxels in red). Wddercutting in close proximity to the sigmoid sinus (in

blue) was dangerous as he could hsee the visual cues iridating the vein's location

below the bone surface.

Although it makes intuitive sense that voxel visibility should be an appropriate
metric for ev ddrmaace, itis gnpoaantuocsvalidate shis mei and
all aubmatic metricd against a clinicalhstandard assa®ent of user performance.
In this case, we use the data collected from the user stedgnped in Sectio3.3,
which includes complete simulated procedures by experts and novices, along with
scores asgned to each simulatedqmedure by an experiencedrgical instructor. A
metric that correlates well to aninsttuo r 6 s -assignedastoleyis likely to be an
effective metric for automatic user evaion.

Figure 19 showsthe results of correlating computed voxel visibilities to an

instructordés score (on a scale of 1 to 5)
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each of our study participants. Linear regression shows a correlatioiciemefbf
0.68, which is particuldy high considering that the manual evaluation was based on a
wide array of factors, only one of which was voxel visibility. Thppraach is
suitable for assessing the effectiveness of idldii merics, which can be combined

to form an overall scoref a sinulated procedure.
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Figure 19. Relationship between expertssigned scores (x axis) and computed voxel
visibility (y -axis), along with a linear fit (R=0.68, p<0.001). Each dot represents one pass
through the simulated procedure by one subject. The strong correlation supports the

value of computed visiblity as an automatic performance metric.

3.5.2 Learning Safe Forces

Another component of safe drilling is applying apprafg forces and operating the

drill at appropriée speeds. The acceptable range of forces and speeds is closely

ree ated to the drill és distance from vulnerahb
difficult for a human, even an expertrgaon, to precisely quantify. Therefore, we

learn maxmal safeforces and speeds via statistical analysis of foragecities, and

distances recorded during arun ofthesanul on by experienced surgeo
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paf or mance <can then be compared to the
excessive speeds or fescwere applied can be uadized and presented to the user.

For exampleFigure20 shows the force profiles of alkpert and novice study
participants as they approached a critical and sensitive structure, the chorda tympani, a
branch of the dcial nerve. At the instant that any voxel within 3cm of this structure
was r emo Vv e dppliedtfarce was se2eordéds Thase samples were then sorted
by distance from the nerve and binned into 0.2cnrvals; the mean value of each
bin was computed and pted inFigure20. The profiles for experts and novices are
significantly different, as indicated by the plotted confidembervals. Experts clearly
tend to use lower forces overall in the vicinity ofstleritical structure, andeduce
their forces as they approach, a trend not seen in theenplots.

0.4

= Experts
=== Novices

SRR

0.3

Mean force (N)
o
x
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o o5 1 15 2 25 3
Distance from Chorda Tympani (cm)
Figure 20. Forces applied by experts and novices in the vicinity of the chorda tympani (a
sensitive branch of the facial neve). Error bars indicate 95% confidence intervals.
Experts display a significantly different force profile in this region than novices, as

expertstend to reduce their applied forces when approaching the nerve.



3.5.3 Learning Correct Bone Regions for Renoval

In addition to instantaneous metrics like force and Misghian instructor evaluating a
surgical trainee would also evaluate the overall shape of the drilled region after a
complete procedure, i.e. the set of voxels removed by the trainee.

To captre this important criterion in a quantitative tnig we use a Naive
Bayes approachr e@atdé@iabhegoréeeo idoil |l ing
that voxels from the full voxel mesh are chosen for removal (drilling) according to
separate diributions for experts and novices. For each voxel, we compute the
probability that an expert would remove this voxel and the proipglhat a novice
would remove this voxel. Then foreactbsue ct 6s run t hrough a

we look atthe setoemoved voxel s and a ditgthal anlexpert wa s

(or novice) per f or medying together the mumbditeesuaf e ? 0,
each removed voxel. We then compute the ratio of thesellative probabilities
( Pexpert aNd Povice) and take the log of that ratio, to compute a scalar value that
estimates the corrgwess of the drilled regionl@g(Pexperd Provice )-

We would like to show that this is a valid performance metric by correlating it
with scores assigned by an expeced insuctor, as we did in Sectidhb.1. Figure
21 shows the result of this analysis, along with a linegrassion onto the scores
assigned by an instructor (R=0.76). Again, the high correlation suggests that this is a
valuable comonent in a suite of individual metrics than caroguce an accurate

estimate of trainee performance.
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Figure 21. Relationship between experassigned scores (x axis) andstémate of drilled
region correctness (yaxis), along wth a linear fit (R=0.76, p<0.001). Each dot
represents one pass through the sintated procedure by one shject. The strong
correlation supports the validity of our drilled-region-correctness estimate as an

automatic pe formance meric.

36 Conclusion ard Future Work

We have described a system for visuohaptic simulation of bone surgery,
including a volumesampling algorithm for haptic rendering and a hybrid data
structure for linking visual and haptic representations of volume data. &enped
empiricd results evaluating the construct ity of our system, and we presented our
approach to buiing tasklevel scenarios and evaluation maagisms on top of our
physical simution.

Subsequent work on the simulation environment witus on incorporating
representation of soft tissue simtibn into our enwonment, to enable the
representation of more complete procedures, including, for example, skin incision and

tumor esection. Subsequent work on our automated evaluatiohnigoes will focus
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on the development of additional awhated metrics and the visualization of
automated metrics.
Supplemental material for thisection including movies and images of the

simulation environment, is available at:

http://cs.stanford.edu/~dmorris/projects/bonesim/
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4  Haptic Training Enhances Force Skill

Learning

Traditional haptic rendering techniques focus primarily simulation a virtual
environment usea haptic device to replicate a sensatexperienced in the physical
world. This is thegoal for exampleof the haptic rendering techniguéescribed in
Section 3 This approach has been used in most haptic simulation environments
oriented towardskill training. This paradigm is analogous practicing any skill in
the physical world: a skill is performed repetitively under realistic conditions to
i mprove a traineeds ability to perform the
An alternative paradigm uses a haptic device to present forces that do not
rep esent a fArealistico i nt er Bhe pobsilty ovi t h a
generating haptic forces other than physical interaction forces appeared intriguing
during the development of the simulation amment described in Section 3. In
particular, haptic feedback offers the possibilitydgmonstratingnanual skills with
the user passively receiving information via the haptic devidewever, it was not
obvious that forcesensitive skills could be learned in this manner, so we chose to
createan abstract task that would allow us to evaluate the potential for haptic feedback
to teach forcesensitive motor skills. This task is the topic of Section 4 of this
dissertation.
The surgical skills required for bone drilling are sensitive to both mexwém
(position) and fore, and are guided by both visual landmaakel force feedback

This section thus presents an experiment in which subjects are taught \gsuddg
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patterns of forces and are asked to recall those forces. The results indic#tes that
form of trainingi whi ch we refer t oi amsindéed aygrnentc ment or i
visual training for the class of skills we examined.
Related techniques have bemnplemented in our simulation environment.
The simulator guides a user through the maidfield, displayinghi c or r ect 0 i nt er act
forces (those experiencgdeviouslyby a trained surgeon)Datacan beplayed back
from a file orstreamedn realtime from a surgeon using our environment (Section
3.4.1)(Figurel). Future work will assess the utility of this feature in the context of
surgical training.
The worked presented here has ba@mmittedas[129].

This sectionexplores the use of haptic feedback to teach an abstract shaitdhat
requires recalling a sequence of forces. Participants are guided along a trajectory and
are asked to learn a sequence of-dimeensional forces via three paradigms: haptic
training, visual training, or combined visuohaptic training. The extétgarning is
measured by accuracy of force recall. We find that recall following visuohaptic
training is significantly more accurate than recall following visual or haptic training
alone. This suggests that in conjunction with visual feedback, Hegitiing may be

an effective tool for teaching sensorimotor skills that have a-f&gnsitive component

to them, such as surgery. We also present a dynamic programming paradigm to align

and compare spatiotemporal haptic trajectories.

4.1 Introduction

Haptic feedback has become an integral component of numerous simulation systems,
particularly systems designed for teaching surgical skills (@8j, [128], [209]).
Haptc rendering in nearly all such simulation environments has been designed to

realistically replicate the realorld forces relevant to a particular task. Recent results
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suggest that simulation environments can
skills[215]and t o usersd per cep[d2]. dnconvakt, Adamst u a |
et al [3] found no significant learning benefit from haptic feedback for a manual
assembly task, despite an overall benefit from training in a virtual environment.

Although haptic feedback is often used to replicate-wneald interaction
forces, haptics has the potential to provide cues that are not available in the physical
world. In particular, haptic feedback can be used as a channel for presenting motor
patterns that a user is expected to internalize and later recall. FeygjB&trafer to
this approach as dAhaptic fegdbdcld comribees to and
learning spatiotemporal trajectories. Williams ef2dl1] employed this technique in a
medical simulator and also found that it contributed to learning position trajectories.
Patton and Musskvaldi [150] employ an implicit version of this technique, allowing
users to adapt to a movement perturbation in order to teach a motion that is opposite to
the perturbation. In contrast, Gillespie et{@$] used a similar approach to teach a
motor control skill, and found no significant benefit from haptic training, although
haptic training did affect the strategy that participants used when performing the motor
skill in the real world.

However, little vork to date has demonstrated the ability of haptic feedback to
teach a precise sequencefofcesthat should be applied as a user moves along a
trajectory in space. This type of learning is relevant to fsaresitive, visualhguided
tasks, particularlyncluding numerous surgical procedur§06], [200]). Yokokohiji
et al [214] presented forces contrary to a correct level of force for an ebject
manipulation task, bubund that this approach was ineffective for the task they were
evaluating. More recently, Srimathveeravalli and Thenkur{34] used haptic
feedback to teach users to replicate both shape and force patterns, but found
insignificant benefit of haptic feedback for learning shape patterns, and did not find
haptic training to be beneficial at all for learning force patterns.

The present work examines a task in wh

and recall a pattern of foes along a single axis. In this context, we demonstrate that
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haptic feetback is beneficial for learning a series of forces along a movement
trajectory.

4.2 Methods

We describe an experiment that assesses t
ahlity to learn a sequence of forces. Participants were presented with sequences of
forces via three training modalitiésvisual, haptic, and combined visuohapgtiand

were asked to recall those forces. While learning and recalling forces, participants
were passively moved along a spatial trajectory, which was also presented visually.

The participants used this trajectory as position references for force patterns. A more
detailed description of this experiment follows.

4.2.1 Participants

Twelveright-handed participants, nine male and three female, aged 19 to 21, took part
in the present study. All were undergraduate students. None had previous experience
with haptic devices. Participants were compensated with a $5 gift certificate, and an
additional $10 gift certificate was offered to the three participants with the highest
overall score (across all conditions) as incentive. Written consent was obtained from
all participants; the consent form was approved by the Stanford University

Institutional Revew Board.

4.2.2 Apparatus

Visual information was presented on a 190
from the user.Haptic feedbackvaspresented vian Omega3-DOF forcefeedback

device (Force Dimension, Lausanne, SwitzerlanBsting on a tablenifront of the

monitor. This device was selected because it was able to deliver the sustained forces
required for this experiment (up to 8N for up to twenty seconds), which other
commerciallyavailable haptic devices could noRarticipants were able t@st their

elbow on a table. Software was run on a du@PU 2GHz Pentium 4 computer

running Windows XP, and was developed in C++ using the CHAI toplRit The
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software used for this experiment has been made availablepsdiea Appendix A for

download information.

4.2.3 Stimuli

The following axis convention was used in the present study:

1 Thexaxi s runs from the participantods | eft
table)

They axis runs upward (perpendiculartte table)

Thezaxis runs toward the user (in and out of the display plane)

Spatial trajectories were generated for each trial to passively move the
participantds hand from left to right whi
position along th z axis. The spatial trajectory had no y componeet;it. was
entirely in a plane parallel to the table. Trajectories spanned 10cm in the horizontal
(X) directionand &m in thez direction, and moved the user at a constant velocity of
1.6cm/s. The zomponent of each trajectory was the sum of twenty sinusoids with
random frequencies, phases, and DC offsets, with a maximum spatial frequency of 0.3
cycles per centimeter. After summing the sinusoids, each trajagtmycaled to fit

the6cm range in zA typical spatial trajectory is presentedHigure22.

Typical spatial trajectory

3 T T T

Z position (cm)

3 I I I I I I I I
0 1 2 3 4 g B 7 g 9 10

X position (cm)

Figure 22. A typical spatial trajectory used in our experiment.
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Force patterns were generated for each #dahgthe y axis, perpendiculao the

plane of movement along the spatial trajectofjese patterns are the values that the
participant was asked to learn in each trial. Force patterns were generated as functions
of time, but because the participant was moved along the trajectargoaistant rate,

force patterns were also fixed relative to the spatial trajectory. The temporal f
patterns were generated as the sum of four sinusoids with random frequencies, phases,
and DC offsets, with a maximum frequency of 0.2H&fter sinusodal summing,

force patterns were scaled into the range [ON,10Np introduce limited higher

freqguency peaks without creating wunreasonabl

Abumpsd were randomly blended into each sinu
allowed to range up to 12N. After summing the base pattern and the parabolic bumps,
the final force pattern was ramped up and down over the first and last one second of
the pattern to avoid jerking the haptic device. A typical force pattern is presanted i
Figure23. This graph represents timagnitudeof the normal force thgarticipant
was asked to learn; the learned force imaal cases in the downwareyj direction.
Typical force pattern
12 T T T T
S
g
2
ks
] | 1 1 1 ]
] 2 4 B 8 10
Time (seconds)
Figure 23. A typical force pattern used in our experiment.
4.2.4 Experimental Conditions
The following 3 training conditions were employed in a blocked design: haptic
display of normal force (H), visual display of normal force (V), amamnbined
visuohapticdisplay of normal force\(+H). I n all three conditions,
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hand was pulled along the spatial trajectory (in xaeplane) via a proportional
derivative (PD) controller with proportional and derivative gains of 0.9N/mm and
0.1N/mm, respectively. Offline analysisasted no significant lag behind the ideal

trajectory in any participantés ddhea, I ndi

visual display showed thepatialtrajectory al ong wi t h a displ ay
current device position, under dtiree training conditions.

In the haptic (H) training condition, thehaptic device applied theppositeof
the embedded force pattern directly to the user along thes (perpendicular to the
movement plane). The participant was instructed to keep theeda the movement
plane, i.e. to precisely oppose the upward force applied by the Omega device. In this
manner, the participant practiced applying the sequence of forces that he/she was
expected to learnFigure24a shows thélisplay that was presented to the user in the H

condition.

(a) (b) (c)
Figure 24. The visual representatiors of the spatial trajectory and normal force
presented to the user in thga) haptic training condition (no representation of force), (b)
visual training condition (blue bar representing current target force), and (c) combined
visuohaptic training condition (blue bar representing current target force magnitude

and green bar current userapplied force magnitude).

In the visual (V) training condition, the haptic device was constrained txzthe
plane by a PD controller with P and D gains of 2.0N/mm and 0.3N/mm, respectively.
No haptic representation of the embedded force pattern was presented to the user. As
the userwas pulled along the trajectory, an-sereen blue vertical bar changed its
height to indicate the magnitude of the target normal force at the current trajectory

position. This bar moved along the trajectory along with the representation of the

participamt 6 s current device position, so the
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simultaneously.Figure 24b shows the display that was presented to the user in the V
condition.

In the combined visuohaptic (V+H) training conditidhe haptic device was
constrained to th&z planeas in the visual (V) condition, and the current target force
is displayed as a blue bar, as in the visual condition. However, an additional graphical
bar is presented in green. The additional bar indsc#te normal force currently
being applied by the participant. Participants were instructed to match the heights of
the blue and green bars. Thus the participants Wera the plane constrairit
receiving haptic feedback equal to the target force patt&igure 24c shows the
display that was presented to the user in the V+H condition.

A fourth conditioni the test (T) condition was used following all training
conditions to evaluate learning through force recall. The visigdlay in this
condition was identical to that used in the haptic (H) condition; no visual indication of
force was provided. In the test condition, the haptic devicecamstrained to thez
planeas in the visual (V) condition. The user was instrddi® apply the learned
pattern of forces in thg direction (normal to the spatial trajectory).

In all three conditions, a small square appeared on screen when the device
reached saturation; this was addelicht o

otherwise did not provide any indication of absolute force magnitude.

4.2.5 Experimental Procedure

Each participant was given an introduction to each of the conditions described above,
and was then asked to participate in 72 trials, with artienite break after 36 trials to
prevent fatigue. A trial consisted of a single training/testing pair. For each trial, the
subject was presented with a trajectory using one of three training conditions (H, V,
V+H) and was immediately tested on that trajectoringighe test (T) condition
described above. Trials were grouped into blocks of three training/testing pairs that
repeated theamerajectory using theametraining condition.

For example, for a V condition trial block, the participant was trained Wéh t
visual bargraph display of force by traversing the trajectory from left to right once.

After returning the stylus tip position to the left of the trajectory, the participant was
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immediately tested for force recall once (thus completing one trial). s Thi
training/testing pair was then repeated twice more (for a total of three trials per block).
A new training condition was then selected and a new trajectory was randomly
generated for the next trial block.

In summary, each participant completed a tofa¥f2 trials, representing 24
trial blocks for each of the H, V and V+H conditions.

Throughout the experiment, the device positions and applied normal forces

were recorded to disk for offline analysis.

4.3 Data Analysis

Each testing trial is scored indiwdlly for accuracy of force recall. The input to the

scoring mechanism is two fordei me cur ves: the Atargeto
Afappliedo force pattern. | f these curves
score for recall accuracy. A simp#pproach to computing a score might simply

subtract the two curves and compute the-raeansquared (RMS) difference at each

point. The synthetic example shownFigure25 illustrates why this is an inadequate

approach. Intis figure, he bl ack | ine represents a syni
with three clear peaks The red line represents the force pattern recorded from a
hypothetical user who correctly recalled ttieee force peaks.each with a slight

timing error. The green line represents the force pattern recorded from a hypothetical
user who didnoét A simple RMIdifferende approaeh tascorira | |

would assign a significantly lower score to the red curve than to the green curve, even
though the ed curve represents a significantly more accurate recall. Feygifi5&] al

computed an optimal linear transformation (scale and shift) to correct for similar

errors. This approach, however, will not adequately align aletipeaks in this

example, because the three peaks are offset in different directions. In other words,
different regions of the curve are scaled differently. This problem is even more

significant in real data series, which are more complex than this signtlkample.
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force

time
Figure 25. A synthetic example illustrating the need for noraffine trajectory alignment.
The black Il ine represents a synthetic fAcorrecto f
force pattern recorded from a hypothetical user who correctly recalled the three force
peaks, and the green line represents the force pattern recorded from a hypothetical user
who didnoét apply any force at all.

To address this problem and properly assess recall accuracy particiloaati to
timing errors, we employed a scoring scheme based on dynamic programming (DP).
This approach has often been employed to align curves for shape recodaBipn (
[138], [154]) and speech recognitigh67], and a similar approach was used by Patton
and Mussdvaldi [150]f or mat ching Ahaptic attributeso.
of dynamic programming faaligning force/time curves.
For each trial, the target and applied force patterns are resampled to a common
time base and he applied force patterns are lgpass filtered by a box filter with a
width of 100 milliseconds.An error matrix is then constried to describéow well
each point on the target patter nnifthemnat cheso e
resampled trajectories are 1000 samples long, this matrix contain2 é00igs. The
entry at | ocation (i, ] ) ispoinsiwdhe sargdtforee quest i on
patternto poinfi n t he app !l i edrthis experiraentpeadh entry imtReo
error matrix is a weighted sum of the RMS difference in forces and the RMS
difference in slopes (df/dt values) between the two poiaisgocompared. A penalty
value is also specified to the dynamic programming algorithm to penalize time
distortions. Dynamic programming is then used to find an optimal (miniowst)
pairing between samples on the target and applied cur¥gure 26 shows the

alignment suggested by dynamic programming for a single trial.

58



12

A

! !
0 2 4 6 8

Force (N)
L

N

N
T

o

j\/ |
| | | | |
10 12 14 16 18

20
Time (seconds)

Figure 26. The alignment computed by dynamic programming for a single trial. The
red curve is the target force pattern, the greerurve is the applied force pattern, and the

blue lines connect points on each curve that are aligned by dynamic programming.
The appliedforce patternis warped according tthis alignmentto lie on the

same time base as the tardetce pattern Figure 27 shows the same trial after

warping the applied force pattern according to the DP result.
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