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Abstract 

Surgical training has traditionally followed an apprenticeship model: residents observe 

a number of procedures, then begin practicing in the operating room.  And every time 

a resident practices his first procedure on a patient, that patient is put at some level of 

additional risk.  Even in specialties where cadaver training is applicable (a restricted 

set to begin with), cadavers are expensive, are available only in limited number, and 

lack the physiology that guides surgical decision-making.  Thus the effectiveness of 

cadavers in preparing residents for surgical practice is limited. 

Fortunately, computer-based simulation offers an intermediate between 

observation and live-patient operation.  Virtual environments can allow residents to 

practice both basic skills and procedural logic at extremely low cost, allowing the 

presentation of a wide variety of operating-room scenarios that cannot be duplicated in 

cadaver labs.  Furthermore, computer-based simulation can offer even experienced 

surgeons a chance to practice infrequently-performed procedures, to learn new 

surgical techniques, and to rehearse procedures preoperatively on patient-specific 

anatomy.  An analogy can be made to the highly successful field of flight simulation, 

which has been routinely used to train and re-educate pilots for decades. 

However, significant technical challenges stand between todayôs surgical 

simulation systems and the virtual operating room that will become a standard part of 

tomorrowôs medical training.  Simulators are still limited in rendering quality, 

immersiveness, intuitiveness, and simulation realism.  This thesis addresses some of 

those challenges, specifically in the context of simulating procedures performed on the 

temporal bone and mandible. 
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We present an overview of our simulation environment, specifically focusing 

on how this software delivers the sources of intraoperative feedback that are relevant 

to training surgical skills.  We then discuss a project inspired by this environment, 

which asks whether haptic feedback can be used to teach motor skills, adding a level 

of training not available in traditional training labs.  We then address one of the most 

difficult problems in surgical simulation: effectively simulating realistic deformable 

materials.  Specifically, we address the adjustment of an interactive, low-

computational-cost deformation model to behave like a more complex model.  We 

then present a series of algorithms and data structures that emerged from this work, 

and conclude with a discussion on the evaluation of the realism of haptic rendering 

systems. 

The design and implementation of our simulator has proceeded in close 

collaboration with surgeons, and we have designed each component to fill a niche that 

was found to be relevant in building a practical surgical simulator.  This dissertation 

demonstrates the effectiveness of this collaborative, multidisciplinary approach to the 

design of medical simulators. 
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1 Introduction   

 

 

 

Figure 1.  A surgeon demonstrates drilling technique to a trainee using 

our networked simulation environment. 

 

This dissertation will present techniques for haptic rendering and physical simulation, 

specifically targeted toward solving problems relevant to virtual surgery.  We will 

begin by exploring five problems faced by the surgical community and possible 

simulation-based solutions to those problems, to motivate the remainder of the thesis. 

 

The first relevant challenge faced by the surgical community is the risk 

incurred by patients when a resident first conducts a procedure.  Surgical training 

programs are traditionally based primarily on observation of experienced surgeons.  

Residents are provided with some classroom training, but the core of a resident 

training program is time spent observing and assisting in the OR.  In certain 
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specialties, residents also practice on cadavers or animals, but these approaches 

virtually never supplant patient-centric learning due to cost and inherent dissimilarity 

from the procedures being trained: cadavers lack physiology, and animals are in most 

cases sufficiently different from humans in anatomy, physiology, and pathology to 

prevent fine-tuning of surgical skills.  The primary drawback to this model for surgical 

training is the intrinsic risk at which patients are placed when a resident first practices 

a procedure on a live patient.  Despite extensive preparation through textbooks and 

observation, sensorimotor skills take time to develop, and a first-time surgeon is 

unlikely to be as effective as an experienced superior.  

A second problem facing surgical training is that most resident training 

programs currently lack a formal mechanism for evaluating resident progress.  It is 

generally up to the discretion of instructors to determine when residents are prepared 

for various stages of intraoperative participation, a subjective system which is difficult 

to standardize across institutional or national boundaries. 

 A third challenge faced by the surgical community is the lack of a consistent 

mechanism for incorporating new technologies into surgical practice.  Surgery is 

already being transformed by computer-based techniques such as robotic surgery 

([62], [102], [139], [93], [120], [122], [35]) and image-guided/augmented-reality 

([108], [106], [141], [57]) surgery.  However, integration of new techniques and 

devices is still based largely on proprietary materials created by medical device 

manufacturers, which can be difficult to evaluate and difficult to disseminate.  

Furthermore, even experienced surgeons face the problem of learning to use new 

technologies, and the community as a whole faces the problem of rapidly developing 

surgical techniques, outcome metrics, and training guidelines for new devices and 

treatments. 

 A fourth challenge faced by the surgical community is the lack of a mechanism 

for ñrefreshingò surgeons ï even experienced surgeons ï on rarely-performed 

procedures, approaches, pathologies, or adverse intraoperative events.  Although 

surgeons in the U.S. are required to participate in continuing medical education on an 

annual basis, this generally focuses on new techniques and does not include hands-on 
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review of uncommon procedures.  This is especially relevant for ER and general 

surgeons, who see a wide variety of cases and often have little time to prepare for a 

case.  To make the analogy to the highly-successful field of flight simulation, a pilot 

can fly a 747 for twenty years and never experience an engine failure, but still must be 

prepared to respond when one occurs. 

 And yet a fifth challenge faced by surgeons is the tremendous anatomic and 

physiological variation among patients, requiring significant adjustment and 

navigational decision-making intraoperatively.  3D imaging offers surgeons a 

preoperative view of a particular patientôs anatomy, but 3D imaging is still used only 

sparsely in preoperative preparation (surgeons still primarily rely on 2D slices from 

3D data sets).  This is largely due to the inability of current 3D image viewers to 

replicate the approaches, perspectives, and interactions surgeons experience 

intraoperatively.  In this sense, 3D viewers do not offer significantly more than the 

basic structural information surgeons currently obtain from 2D slice images.  

Furthermore, even an ideal image viewer would not allow surgeons to practice the 

difficult physical manipulations that may be required for a particular patient. 

 

 We have now seen five challenges faced by todayôs surgical community: risk 

posed by training inexperienced surgeons, evaluating resident progress, incorporating 

new technologies, re-training experienced surgeons, and a lack of patient-specific 

rehearsal techniques.  Surgical simulation (a term we will use interchangeably with 

ñvirtual surgeryò) ï particularly haptic surgical simulation ï offers promising 

solutions to each of these problems. 

Haptic virtual environments will allow residents to train on numerous complete 

procedures before ever entering an operating room, providing a strong command of 

the necessary sensorimotor skills and strong preparation for adverse events.  

Computer-based simulation can offer reliable, repeatable, automated mechanisms for 

evaluating resident progress, which can easily be standardized across institutions.  

New surgical devices and approaches will be incorporated into simulation 

environments before being incorporated into regular clinical use, allowing surgeons a 
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chance to learn and experiment, and to provide feedback to manufacturers to 

iteratively improve devices before high-risk clinical testing even begins.  Surgeons 

will be able to rehearse rarely-performed procedures either regularly (as part of 

continuing medical education requirements) or as needed (immediately before 

performing an unfamiliar procedure).  And finally, surgeons will be able to rehearse a 

procedure on a specific patientôs anatomy, pathology, and even physiology in 

simulation before seeing that patient in the OR; this will help optimize surgical plans 

and minimize unexpected intraoperative events.  This type of rehearsal environment is 

unlikely to replicate a complete (and lengthy) procedure; the most effective rehearsal 

will likely sit somewhere between complete simulation and interactive visualization. 

 

 And perhaps the most valuable ï and most overlooked ï possibilities offered 

by virtual surgery are those provided to personnel other than trained surgeons.  For 

example, virtual surgery offers tremendous possibilities to veterinary surgeons, who 

occasionally have to operate on species they have not previously encountered, where 

acquiring a complete knowledge of the relevant anatomy and physiology may not be 

possible in the available time. 

As another example, in times of crisis, it may become necessary for non-

surgeons ï e.g. non-surgical physicians, nurses and PAôs, battlefield personnel, etc. ï 

to perform surgery, and simulation offers a rapid and highly focused training 

mechanism. 

Virtual surgery can also offer medical students an opportunity to explore 

different surgical disciplines before committing to a specialty, to evaluate their interest 

and the appropriateness of their skill set or to demonstrate their proficiency to 

residency programs. 

And finally, virtual surgery ï though perhaps not in its most realistic form ï 

may be an appropriate mechanism for a patient to better inform himself about a 

procedure for which he is preparing or a procedure he has recently undergone.  Most 

patients ï even technologically informed patients ï experience surgery with only a 

limited amount of understanding about the procedural details.  While some patients 
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may be content with this level of information, many patients (or their families) would 

benefit from a deeper understanding of a procedure that may come from a video-

game-like simulation environment. 

 

Despite the numerous motivations provided above for incorporating surgical 

simulation into standard medical practice, and despite the commercial availability of 

several simulators (e.g. [182], [36], [87], [183], [191], [213]), many of which have 

undergone successful validation studies (e.g. [53], [215], [161], [146], [207], [12]), 

virtual surgery has yet to become a part of the medical mainstream. 

This is due in large part to the limited realism of simulation environments, 

which often restricts successful simulation-based learning to basic skills training that 

does not depend on graphical realism or even a medical context for the virtual 

environment.  Training for basic sensorimotor skills in laparoscopy, abstracted away 

from whole-procedure simulation, has thus been particularly successful [215]. 

In order for surgical simulation to develop into a core component of medical 

practice and offer the full complement of benefits outlined above, further basic 

research is required in the areas of graphic and haptic rendering techniques, 

assessment mechanisms for rendering accuracy and simulator validity, automated 

evaluation mechanisms, computer-assisted pedagogy, user interface design for 

surgical simulators, image processing for data preparation, etc. 

This thesis addresses several of these issues in the context of developing a 

simulation environment for surgical procedures of the temporal bone (Figure 2) and 

mandible.  The design of this environment proceeded in close collaboration with 

surgeons, and the sections of this thesis address individual problems or opportunities 

that arose during this development process. 
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Figure 2.  Lifelike and anatomically-accurate illustration of the location of the temporal 

bone (red) and mandible (green). 

1.1 Contributions 

This dissertation presents the details of our surgical simulation environment, and a 

series of technical advances that were made in the process of developing this 

environment.  The key contributions of this thesis are: 

 

Algorithm s and rendering techniques for haptic surgical simulation: We present 

the haptic rendering techniques used in our surgical simulator (Section 3), which are 

applicable to a variety of surgical specialties and non-medical haptic applications.  We 

also present a series of algorithms and data structures that are used in processing and 

preparing the data used in our simulator (Sections 5 and 6), presented in a general 

context that is not restricted to their application to virtual surgery.  Additionally, we 

present mechanisms for comparing force trajectories (Section 4) and haptic rendering 

algorithms (Section 7) that will enable a variety of haptics and psychophysical 

experiments.  The common threads among the presented techniques are (a) replicating 

and assessing the sensory feedback required for effective surgical training and (b) 

data-driven methods for simulation and haptic rendering. 

 

Experiments and experimental results: We present two experiments involving 

human subjects.  The first (Section 3) demonstrates the construct validity of our 

simulation environment and will serve as a template for future construct validity 

experiments.  The second (Section 4) demonstrates the utility of haptic feedback in 

teaching force patterns, and introduces novel analysis techniques that will generalize 

to other learning and psychophysics experiments.  We further present computational 

experiments evaluating algorithmic performance and accuracy in Section 5, Section 6, 

and Section 7. 

 

Software: The work presented in this thesis has generated a body of software that will 

contribute to the haptics and medical simulation communities.  The simulation 
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environment presented in Section 3 is currently in use in the Department of Head and 

Neck Surgery at Stanford and will continue to be a testbed for surgical simulation 

experiments.  The software packages, code, and/or data presented in each of the other 

sections are available online; links are provided as each software component is 

discussed. 

 

1.2 Dissertation Roadmap 

The remainder of this dissertation is organized as follows: 

 

In Section 2, we discuss related literature, including work on virtual surgery, haptic 

rendering, and physical simulation. 

 

Section 3 describes our surgical simulation environment in detail, with a particular 

emphasis on haptic rendering techniques and the replication of relevant sources of 

intraoperative feedback. 

 

Section 4 presents an experiment conducted to evaluate the possibility of teaching 

sequences of forces using haptic feedback.  This section discusses experimental 

design, analysis techniques, and experimental results.  Results indicate that haptic 

feedback can enhance learning when coupled with visual feedback. 

 

Section 5 presents techniques for mesh generation, calibration to a finite element 

reference model, and interactive simulation.  These techniques are presented in the 

context of a processing pipeline for preparing and interactively simulating deformable 

objects. 

 

Section 6 presents three algorithms and data structures that contributed to the work 

presented in Section 3, Section 4, and Section 5.  In particular, this section discusses 
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techniques for distance field generation, data logging for performance-sensitive 

multithreaded applications, and haptic curve constraints. 

 

Section 7 presents techniques for evaluating the realism of haptic rendering 

algorithms; forces generates by a haptic rendering system are compared with ground 

truth data. 

 

Section 8 concludes with lessons learned from our experiments in surgical simulation 

and discusses future work in some of the areas discussed throughout the thesis. 
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2 Related Work  

This section provides an overview of related literature, particularly focusing on 

projects related to virtual surgery.  More detailed discussions of related work are 

included in each subsequent section, placed specifically in the context of the work 

presented in that section. 

 

2.1 Haptics for Virtual Surgery  

Before embarking on the development of a haptic simulation environment, it is 

relevant to ask whether haptic feedback is relevant to surgery at all.  Recent studies 

have begun to explore this question in physical models of surgical environments.  

Wagner et al [206] asked subjects to dissect a physical model of an artery with and 

without force feedback, and found that force feedback significantly reduced the 

number of errors and the overall level of applied force.  Tholey et al ([200], [85]) 

asked subjects to perform a soft-tissue identification task in a physical model, and 

found that haptic feedback significantly enhanced subjectsô ability to distinguish 

among tissue types.  Kazi ([94]) found that force feedback reduces applied forces in a 

catheter insertion task.  These results confirm the intuition that haptic feedback is 

critical to the fine dexterous manipulation required for surgery.  The recent adoption 

of robotic platforms ï which currently lack force feedback ï will offer a future testing 

ground for the role of haptics as force-feedback capabilities are added to surgical 

robots. 



 10 

 The apparent utility of haptics in surgery suggests that effective surgical 

simulators will also include haptic feedback.  Thus numerous surgical simulation 

environments have included haptics.  Laparoscopic surgery has been a particularly 

appealing target for simulation-based learning, given the difficult learning curve for 

laparoscopic instruments and the reproducibility of the intraoperative field of view; 

environments for training laparoscopic skills constitute the bulk of simulators 

developed to date.  Webster et al [209] present a haptic simulation environment for 

laparoscopic cholecystectomy, and Montgomery et al [124] present a simulation 

environment for laparoscopic hysteroscopy; both projects focus on haptic interaction 

with deformable tissue.  Cotin et al [43] present a haptic simulator for interventional 

cardiology procedures, incorporating blood flow models and models of 

cardiopulmonary physiology.  De et al [49] apply the method of finite spheres to a 

haptic simulator for laparoscopic GI surgery. 

 Several commercial simulators also include haptic feedback.  For many of 

these products, initial validation studies have been performed to evaluate the efficacy 

of haptic simulation as a training technique.  Wong et al [212] evaluated the construct 

validity of the Endovascular AccuTouch system (Immersion Medical) for pacemaker 

implantation simulation; this study differentiated participants according to their 

surgical experience level (similar in scope to the study presented in Section 3 of this 

dissertation).   Engum et al [54] explored the training benefits of the CathSim 

simulator for intravenous catheterization, and found similar skill demonstration in 

participants trained using traditional methods and those using the simulator; in several 

methodological aspects of the task (e.g. documentation), the non-simulator group was 

found to be superior.  Grantcharov et al [68] confirmed the construct validity (ability 

to differentiate users according to experience level) of the GI Mentor II system 

(Simbionix Ltd.), a haptic simulator for GI endoscopy.  Similarly, McDougall et al 

[114] confirmed that construct validity of the LAPMentor system (Simbionix Ltd.), a 

haptic trainer for basic laparoscopic skills. 
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2.2 Related Simulation Environments 

This dissertation focuses on our environment for simulating bone surgery, so we will 

elaborate specifically on simulation work in this area. 

 

 Several groups have developed simulators for temporal bone surgery, though 

none have previously demonstrated construct validity and none have been formally 

incorporated into surgical training programs.  Bryan et al [34] present a visuohaptic 

environment for simulating temporal bone surgery, and the developers of this project 

are currently assembling a multi-institution study to validate and disseminate their 

work [84]. 

 Agus, Prelstaff, Giachetti et al present a series of papers describing their 

simulation environment for virtual temporal bone surgery ([9], [8], [10], [7], [6]).  

They provide further detail on their particle model for simulating bone dust [63], their 

approach to haptic rendering [5], and their approach to volume rendering [11].  They 

present a related series of psychophysical experiments on haptic contrast sensitivity 

and usersô abilities to differentiate bone tissue types in their simulator in [30].  Also, 

the same group presents an experimental approach to tuning the haptic feedback in 

their environment [4]. 

Pflesser, Petersik et al report on an environment for virtual temporal bone 

surgery ([152], [151], [153], [155]), focusing on haptic rendering and their adaptation 

of the Voxel-Point-Shell method [116] to bone surgery. 

 

 Previous work on simulating craniofacial surgery has focused largely on soft-

tissue modeling for predicting post-operative facial appearance.  The general paradigm 

is to acquire a pre-operative model of a patientôs soft tissue via image segmentation or 

range scans, and couple that to a pre-operative model of the same patientôs bone 

structure acquired via MR or CT.  The bone model is then manipulated interactively 

by a surgeon, and the system attempts to use soft-tissue deformation simulation (not 

generally in real time) to predict facial tissue movement and post-operative 

appearance.  Keeve et al [96] introduce this approach using laser range scans and use 
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the finite element method to compute deformation; a similar FEM-based approach is 

used by Berti et al [21].  Teschner et al ([198], [196], [197]) also use range scans as 

preoperative data, and use an optimization approach to model deformation via a mass-

spring system. 

 Several previous projects have also been targeted at developing an interactive 

environment for manipulating bone fragments.  Berti et al [21] allow the user to 

explicitly specify polygonal cut surfaces and provide visualization tools to assist in 

visualizing those cuts.  Everett et al [56] provide interactive collision detection during 

the manipulation of bone fragments, and incorporate cephalometric labeling into their 

environment.  Pintilie et al [157] focus on resampling, refining, and re-meshing a 

surface mesh to implement a cutting operation using a scalpel-like tool on the surface 

of a bone model. 

2.3 Evaluating Simulation Environments 

As surgical simulation environments mature and enter the medical mainstream, formal 

evaluation and validation will become critical aspects of simulator development, 

clinical approval, and marketing.  Thus Section 3 of this thesis evaluates the construct 

validity of our simulation environment.  Here we will review the recent trend in the 

simulation community toward evaluation studies.  Several such studies ï focusing on 

commercial simulation environments that include haptics ï were also discussed above 

in Section 2.1. 

 Additionally, Youngblood et al [215] compared computer-simulation-based 

training to traditional ñboxò (mechanical simulator) training for basic laparoscopic 

skills, and found that trainees who trained on the computer-based simulator performed 

better on subsequent porcine surgery.  Hariri et al [75] evaluated a simulation 

environment not for its ability to teach surgical skills, but for its ability to teach 

shoulder anatomy, and found it to be superior to textbook-based training.  Srivastava 

et al [185] confirmed the construct validity of a simulator for arthroscopic procedures, 

and Van Sickle et al [204] confirmed the construct validity of the ProMIS simulator 

for basic laparoscopic skills.  Seymour et al [180] and Grantcharov et al [69] both 
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evaluated the transference of laparoscopic skills for minimally-invasive 

cholecystectomy from a simulator to a clinical OR, and found a significant benefit 

from virtual training in terms of time, error rates, and economy of movement.  Haluck 

et al [73] address the validity of the Endotower (Verefi Technologies, Inc.), a 

simulator for laparoscopic endoscopy. 

2.4 Physical Simulation for Virtual Surgery 

The most challenging technical problem in simulating most surgical procedures is the 

computation of deformation from forces.  This poses the hardest case of the physical 

deformation problem, requiring both realism (materials must behave like the physical 

objects theyôre representing) and interactivity (deformation must be computed at rates 

sufficient for graphic ï and in some cases haptic ï rendering).  This dissertation 

addresses this problem in Section 5, using optimization techniques to extract 

maximally realistic behavior from interactive simulation techniques. 

A significant amount of work has been done on physical simulation of 

deformable materials for computer graphics, but these problems are rarely subject to 

interactivity constraints and can generally be manually calibrated to express a range of 

desired material properties.  Gibson and Mirtich [64] provide a comprehensive review 

of the fundamental techniques in this field; this section will specifically discuss the 

application of physical simulation techniques to interactive deformation for virtual 

surgery. 

Early simulation environments (e.g. [123], [33]) generally employed the 

network of masses and springs to model deformation.  This approach is extremely fast, 

has extensively-studied stability properties, parallelizes extremely well, handles 

topology changes trivially, and is intuitive to code and extend.  Unfortunately, mass-

spring systems are not calibrated in terms of intuitive physical parameters, do not 

generally provide volume-preserving properties, are subject to instabilities when 

integrated explicitly, and do not generally provide physically-accurate behavior.  Later 

work coupled traditional mass-spring systems with implicit solvers to improve 

stability and accuracy ([210], [209]). 
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More recent medical simulation environments have incorporated finite-element 

modeling, which provides significantly more accuracy than mass-spring systems at the 

expense of computational cost.  Such systems generally incur a particularly high cost 

for topology changes; thus much of the work in this area has focused on building 

interactive finite element simulations that efficiently handle topology changes ([142], 

[105], [20], [121]). 

Additionally, a number of novel deformation models have been developed 

specifically for medical simulation.  Balaniuk and Salisbury present the Long 

Elements Method [15] and the Radial Elements Method [16]; both are constitutive, 

quasi-static methods that provide volume preservation but limit dynamic behavior.  

Cotin et al [44] use the finite element method as a preprocessing step and use a 

simpler elastic model to adjust precomputed force/response functions to interactive 

stimuli.  More recently, the increasing availability of parallel architectures has spurred 

the development of simulation techniques that parallelize more naturally, including 

meshless techniques ([49], [50]) and parallel mass-spring systems ([133], [134]). 

Although there has yet to be a consensus on a ñcorrectò deformation model for 

medical simulation, effective application of any model will require accurate 

descriptions of the tissues represented in the simulation.  Furthermore, a thorough 

evaluation of a deformation model requires ground truth data to which one can 

compare results obtained in simulation.  For both of these reasons, a significant body 

of work has attempted to obtain material properties for physical tissues.  Kerdok et al 

[97] collect strains throughout a deformable body, aiming to establish a standard to 

measure soft-tissue deformation models.  Samani et al [168] measure the ex vivo 

response of tissue samples to applied forces.  Tay et al [194] and Brouwer et al [32] 

perform similar measurements in vivo. 
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3 Visuohaptic Simulation of Bone Surgery 

This section details the simulation environment we have developed for simulating 

bone surgery.  We present relevant simulation techniques and describe the architecture 

that motivates the remainder of the thesis.  A particular emphasis is placed on 

providing the sensory cues that are relevant to surgical training in these disciplines.  

That is, rather than striving primarily for an aesthetic sense of graphical realism, we 

examine the key skills that an ideal simulator would train, and the key sources of 

feedback that are relevant to surgical decision-making.  We then provide appropriate 

representations of those elements in our environment.  These critical aspects of the 

simulation environment have been identified through iterative design and prototyping 

in close collaboration with surgeons at Stanford. 

 This work has not yet been validated in a clinical setting; a clinical trial is 

beyond the scope of this thesis.  However, the surgical simulation community defines 

several levels of preclinical validity, and we present an experiment here that assesses 

the construct validity of our environment.  We demonstrate with statistical 

significance that surgeons perform better in our environment than non-surgeons 

(Section 3.3). 

 At the time of publication of this thesis, the environment described here has 

been installed in the resident training facility in the Department of Head and Neck 

Surgery at Stanford, and is being used regularly by surgeons to iteratively improve the 

environment.  Our goal is to integrate it into the resident training program in the 

coming months. 



 16 

 Work described in this section has been published in [128], [126], and [127].  

The environment presented here was also used as the infrastructure for the work 

presented in [179], [178], [177], and [176]. 

 

 

 

 

We present techniques for the visual and haptic simulation of bone surgery, with a 

specific focus on procedures involving the temporal bone and the mandible.  We 

discuss our approaches to graphic and haptic rendering and interactive modification of 

volumetric data, specifically focusing on generating force-feedback effects that are 

relevant to bone drilling.  We then discuss how our rendering primitives and 

simulation architecture can be used to build surgical training techniques that are not 

available in traditional cadaver-based training labs, offering new possibilities for 

surgical education.  In particular, we discuss the automatic computation of 

performance metrics that can provide real-time feedback about a traineeôs 

performance in our simulator.  We also present results from an experimental study 

evaluating the construct validity of our simulation and the validity of our performance 

metrics. 

 

3.1 Introduction  

Surgical training has traditionally revolved around an apprenticeship model: residents 

observe experienced surgeons in the operating room, and eventually are deemed ready 

to perform their first procedure [67].  In recent years, simulation-based training has 

emerged as a potential adjunct to this method, and the value of simulation-based 

learning has been more widely accepted [74].  Simulation can be a safe, cost-effective, 

customizable, and easily-accessible tool for gaining experience in surgery. 

This section will present methods for simulating surgeries involving bone 

manipulation, with a specific focus on two categories of procedures: temporal bone 
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surgery and mandibular surgery.  Section 3.1 will provide relevant clinical background 

on the target procedures.  Section 3.2 will describe the algorithms and data structures 

used for interactive haptic and graphic rendering, specifically targeted toward 

providing key sources of intraoperative feedback for surgical interaction with bones.  

Section 3.3 will present the results of a study which evaluates the construct validity of 

our system (its ability to discriminate expert surgeons from novices).   Section 3.4 will 

describe features of our simulation environment that do not exist in traditional, 

cadaver-based training labs.  Section 3.5 will discuss our approach to automatically 

evaluating a traineeôs performance in our environment. 

We begin with a brief description of the relevant surgical procedures. 

 

3.1.1 Temporal Bone Surgery 

Several common otologic surgical procedures ï including mastoidectomy, acoustic 

neuroma resection, and cochlear implantation ï involve drilling within the temporal 

bone to access critical anatomy within the middle ear, inner ear, and skull base.  As 

computer simulation is becoming a more frequently used technique in surgical training 

and planning, this class of procedures has emerged as a strong candidate for 

simulation-based learning. 

The time spent on a procedure in this area is typically dominated by bone 

removal, which is performed with a series of burrs (rotary drill heads) of varying sizes 

and surface properties (Figure 3).  Larger burrs are generally used for gross bone 

removal in the early part of a procedure, while smaller burrs are used for finer work in 

the vicinity of target anatomy.  Surgeons employ a variety of strokes and contact 

techniques to precisely control bone removal while minimizing the risk of vibration 

and uncontrolled drill motion that could jeopardize critical structures. 
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Figure 3. A typical surgical dr ill with an assortment of drilling burrs.  

 

3.1.2 Mandibular Surgery  

Incorrect alignment of the jaws ï due to congenital malformation, trauma, or disease ï 

can result in cosmetic deformation and problems with chewing and/or breathing.  

Orthognathic surgeries correct such problems, typically by inducing a fracture in one 

or both jaws (generally using a bone saw), displacing the fractured components into an 

anatomically preferable configuration, and installing bone screws and/or metal plates 

to fix the bone segments in their new positions. 

This approach is often prohibited by the severity of the deformation, the size of 

the separation that would be required after fracture, or the sensitivity of the 

surrounding soft tissue.  In these cases, distraction osteogenesis is often employed as 

an alternative.  Here a similar procedure is performed, by which only a minor 

separation is created intraoperatively.  Instead of spanning the gap with a rigid plate, 

an adjustable distractor is fixed to the bone on both sides of the gap.  The distractor 

can be used to gradually widen the fracture over a period of several weeks, allowing 

accommodation in the surrounding tissue and allowing the bone to heal naturally 

across the fracture. 

These procedures are likely to benefit from surgical simulation for several 

reasons.  The complex, patient-specific planning process and the significant anatomic 

variation from case to case suggests that an end-to-end simulator will assist physicians 

in preparing for specific cases.  Furthermore, distraction procedures have been 

introduced to the craniofacial surgical community only within the last ten to fifteen 

years, and an effective simulator will significantly aid in the training and re-training of 
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this new class of procedures, and with the exploration of alternative techniques for 

effective surgeries. 

3.1.3 Current Training Techniques 

Resident training in otologic surgery typically includes dissection of preserved human 

temporal bones. This allows residents to become acquainted with the mechanical 

aspects of drilling, but does not incorporate physiological information, continuous 

feedback for hazard avoidance, or soft tissue work.  Temporal bone labs are also 

costly to maintain, and cadaver specimens can be difficult to obtain in sufficient 

quantity.  This approach also limits the precision with which an instructor can monitor 

a traineeôs drilling performance, as the instructor cannot feel the fine details of the 

traineeôs interaction with the bone surface, and cannot easily share the drill and bone 

surface for demonstration.  A further limitation of cadaver-based training is that 

instructors have little or no mechanism for controlling anatomic variations or the 

presence of specific pathology that can lead to challenging training scenarios.  

Interactive atlases such as [79] are available for training regional anatomy. Two-

dimensional simulations [26] are available for high-level procedure training. 

Surgical training in craniofacial surgery typically does not include cadaver-

based procedures.  Most residents learn anatomy primarily from textbooks and 

models; surgical technique is learned through apprenticeship and procedure 

observation. 

3.1.4 Previous Work 

Previous work in interactive simulation of temporal bone surgery ([7], [34], [155]) has 

focused primarily on haptic rendering of volumetric data. Agus et al [7] have 

developed an analytical model of bone erosion as a function of applied drilling force 

and rotational velocity, which they have verified with experimental data [4].  Pflesser 

et al [155] model a drilling instrument as a point cloud, and use a modified version of 

the Voxmap-Pointshell algorithm [160] to sample the surface of the drill and generate 

appropriate forces at each sampled point. Each of these projects has incorporated 
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haptic feedback into volumetric simulation environments that make use of CT and MR 

data and use volume-rendering techniques for graphical display. 

Agus et al [7] describe several enhancements to their simulation environment 

that incorporate additional skills, including the use of irrigation and suction; and 

additional sources of intraoperative feedback, including real-time rendering of bone 

dust. 

Additional work has focused on non-interactive simulation of craniofacial 

surgery for planning and outcome prediction ([95], [101], [170]).  [126] discusses 

preliminary work on interactive simulation of craniofacial surgery, and [65] presents a 

simulation architecture for arthroscopic procedures. 

3.2 Simulation and rendering 

The goal of our simulation is high-fidelity presentation of the visual and haptic cues 

that are present in a surgical environment.  This section will discuss our overall 

rendering scheme, and will focus on how we present the specific cues that are relevant 

to surgical training. 

3.2.1 Data Sources and Preprocessing 

Models are loaded from full-head or temporal bone CT data sets, thresholded to isolate 

bone regions, and resampled to produce isotropic voxels, 0.5mm on a side.  Using a 

standard resampled resolution allows us to calibrate our rendering approaches 

independently of the image sources used for a particular simulation case. 

3.2.2 Hybrid Dat a Structure Generation 

In order to leverage previous work in haptic rendering of volumetric data [153] while 

still maintaining the benefits of surface rendering in terms of hardware acceleration 

and visual effects, we maintain a hybrid data structure in which volumetric data are 

used for haptic rendering and traditional triangle arrays are used for graphic rendering. 

In order to simplify and accelerate the process of updating our polygonal data when 

the bone is modified, we build a new surface mesh ï in which vertices correspond 

directly to bone voxels ï rather than using the original isosurface mesh. 
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The voxel array representing the bone model is loaded into our simulation 

environment, and a polygonal surface mesh is generated to enclose the voxel grid. 

This is accomplished by exhaustively triangulating the voxels on the surface of the 

bone region, i.e.: 

 
for each voxel v1  

if v1 is on the bone surface  

  for each of v1ôs neighbors v2 

  if v2 is on the bone surface  

    for each of v2ôs neighbors v3 

    if v3 is on the bone surface  

      generate vertices representing v1,v2,v3  

      generate a triangle t(v1,v2,v3)  

      orient t away from the bone su r face  

 
Here being óon the bone surfaceô is defined as having non-zero bone density and 

having at least one neighbor that has no bone density. Although this generates a 

significant number of triangles (on the order of 200,000 for a typical full-head CT data 

set), we use several techniques to minimize the number of triangles that are generated 

and/or rendered. To avoid generating duplicate triangles, each voxel is assigned an 

index before tessellation, and triangles are rejected if they do not appear in sorted 

order.  A second pass over the mesh uses the observations presented in [28] to 

eliminate subsurface triangles that will not be visible from outside the mesh. 

Voxels are stored in a compact, in-memory hash table, which is indexed by three-

dimensional grid coordinates.  This allows very rapid point/volume collision-detection 

without excessive memory requirements. 

Secondary data structures map each voxel to its corresponding vertex index, 

and each vertex index to the set of triangles that contain it.  This allows rapid access to 

graphic rendering elements (vertices and triangles) given a modified bone voxel, 

which is critical for shading vertices based on voxel density and for re-triangulation 

when voxels are removed (see Section 3.2.4).  Figure 4 summarizes the relevant data 

structures. 
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Voxel array 
hash table 
Maps (i,j,k) Ą 
voxel pointers 

Voxel 
struct 
Contains vertex 
index and density 
information. 

Vertex array 
openGL array 
Contains vertex 
positions, 
normals, colors 

Index map 
hash table 
Maps a vertex index 
Ą 
All containing triangles 

Triangle array 
openGL array 
Contains vertex indices 
defining each triangle 

 

Figure 4. A summary of the structures binding our volumetric (haptic) and surface 

(graphic) rendering data.  When voxels are removed or modified, the corresponding 

vertices and triangles can be accessed from the (i,j,k) voxel index in approximately 

constant time. 

 

3.2.3 Haptic Rendering 

Virtual instruments are controlled using a SensAble Phantom [110] haptic feedback 

device, which provides three-degree-of-freedom force-feedback and six-degree-of-

freedom positional input.  Users can select from a variety of drills, including diamond 

and cutting burrs ranging from one to seven millimeters in diameter.  We will first 

discuss our approach to gross force-feedback, then we will present our methods for 

providing specific haptic cues that are relevant to surgical training. 

 

3.2.3.4  Gross Feedback: Volume Sampling 

We initially adopted a haptic feedback approach similar to [153], in which the drill is 

represented as a cloud of sample points, distributed approximately uniformly around 

the surface of a spherical burr.  At each time step, each sample point is tested for 

contact with bone tissue.  By tracing a ray from each immersed sample point toward 

the center of the tool, the system can generate a contact force that acts to move that 

sample point out of the bone volume (Figure 5a). 
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(a) (b) 

 

Figure 5. Contrasting approaches to haptic rendering of drill/bone interaction.  (a) The 

ray-tracing approach.  Red points are sur face samples on the surface of a spherical drill. 

Each sample contributes a vector to the overall force that points toward the tool center 

and is proportional to the penetration of the sample.  Voxels labeled in purple would be 

missed by the raytracing algorithm, thus creating uneven bone removal. (b) Our volume-

sampling approach.  Here, the full volume of the drill is sampled, and each point that is 

found to be immersed in the bone volume contributes a vector to the overall force that 

points toward the center of the tool but is of unit length. 

 

We found that this approach worked well overall, as reported by [153], but had 

several undesirable artifacts.  Due to sampling effects (Figure 5a), this approach 

produced uneven voxel removal at high resolutions, creating unrealistic bone removal 

patterns that depended on surface sampling.  Furthermore, floating-point computations 

are required to find the intersection points at which rays enter and leave voxels.  Since 

sampling density is limited by the number of samples that can be processed in a haptic 

timestep (approximately one millisecond), extensive floating-point computation limits 

the potential sampling density.  This sparse sampling limits the effective stiffness of 

the simulation (which depends on rapid and accurate computation of penetration 

volume), which disrupts the illusion of contact with a highly rigid object.  

Furthermore, this sparse sampling limits the implementation of higher-level effects ï 

such as bone modification that is dependent on the precise sub-parts of the drill that 

are used to contact the bone.  These drawbacks motivate an approach that uses a 

higher ratio of integer to floating-point computation and allows a higher sampling 

density.  
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We thus take a more exhaustive approach to sampling the tool for haptic 

feedback and bone density reduction.  The tool itself it discretized into a voxel grid 

(generally at a finer resolution than the bone grid), and a preprocessing step computes 

an occupancy map for the toolôs voxel array.  At each interactive timestep, each of the 

volume samples in the tool is checked for intersection with the bone volume (a 

constant-time, integer-based operation, using the hash table described in Section 

3.2.2).  A sample point that is found to lie inside a bone voxel generates a unit-length 

contribution to the overall haptic force vector that tends to push this sample point 

toward the tool center, which ï with adequate stiffness ï is always outside the bone 

volume) (Figure 5b).  Thus overall penetration depth is computed based on the number 

of immersed sample points, rather than on the results of a per-sample ray-trace. 

The overall force generated by our approach is thus oriented along a vector that 

is the sum of the ñcontributionsò from individual volume sample points.  The 

magnitude of this force increases with the number of sample points found to be 

immersed in the bone volume. 

3.2.3.5  Nonlinear magnitude computation 

Because the drill is densely sampled, a large number of sample points often become 

immersed immediately after the drill surface penetrates the bone volume, which leads 

to instability during low-force contact.  Reducing the overall stiffness leads to ñsofterò 

haptic feedback that does not accurately represent the stiffness of bone.  We thus 

employ a multi-gain approach, in which the magnitude of haptic feedback is a 

nonlinear function of the number of immersed sample points. 

More specifically, we define two gains, one of which is used when fewer than 

a threshold number of sample points are immersed; the other is used for deeper 

penetrations.  This threshold is set such that the discontinuity in the force function 

occurs shortly after contact is initiated, so no discontinuity is perceived by the user.  

This relationship is summarized in Figure 6.  We find that this approach allows large 

stiffnesses during haptic interaction, while avoiding instability during the ñhigh-riskò 

period immediately following initial penetration. 
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Figure 6. Multi -gain mapping from penetration volume (number of immersed sample 

points) to feedback magnitude. 

 

 Our volume-sampling approach requires sampling a significantly higher 

number of points than the ray-tracing approach, since the complete volume of the burr 

is sampled, instead of just the surface.  However, the operation performed when a tool 

sample is found to lie within the bone volume is a constant-time computation, rather 

than a complex ray-tracing operation.  Overall, we are able to achieve a significantly 

higher stiffness than they ray-tracing approach allows.  We do build on the ray-tracing 

approach for less time-critical tasks, including bone thickness estimation (Section 

3.2.9) and haptic feedback for non-physically-based tools (Section 3.2.5). 

 

3.2.3.6  Modeling Drill Surface Non-uniformity  

Our system also associates a ñdrilling powerò with each sample point based on its 

location within the drill head; each tool voxel that intersects a bone voxel removes an 

amount of bone density that depends on the drilling power of the sample point.  This 

approach allows us to simulate key aspects of drill/bone contact, particularly the fact 

that the equatorial surface of the burr carries a larger linear velocity than the polar 

surface and thus removes more bone per unit of applied force.  Simulating this effect 

is critical for encouraging trainees to use proper drilling technique. 

More precisely, the amount of bone removed per unit time by a given sample 

point is computed as Rbr in the following expression: 
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éwhere s is the location of this sample point, tc is the location of the tool 

center, d is the axis of the tool handle, and ɗ is thus the angle between the drill handle 

and (s - tc).  The expression abs(ˊ/2 ï ɗ) is thus the ñlatitudeò of the current sample 

point.  falloff is a constant parameterizing the non-uniformity of the drill surface.  If 

falloff is zero, the pole and the equator of the drill remove bone with equal efficiency.  

Rmax is the maximum rate of bone removal per unit force, and f is the magnitude of 

force currently being applied by the user.  The computation of latitude is summarized 

in Figure 7.  Note that falloff parameters are precomputed for drill samples to avoid 

performing expensive arc-cosine operations hundreds of times per haptic timestep. 

 

 

Primary drill axis (d)
Tool center (tc)

Sample point (s)
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Figure 7. The computation of the ñlatitudeò of a volume sample point for bone removal 

rate computation. 

 

This approach allows us to encourage proper drilling technique and to model 

critical differences among burr types.  For example, our model captures the fact that 

cutting burrs typically show more dependence on drilling angle than diamond burrs 

do, but have higher overall bone removal rates.  A cutting burr would thus be 

associated with both a higher Rmax and a higher falloff in the above expression. 
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3.2.3.7  Modeling Tangential Forces 

Another property of surgical drills that should be accurately represented in a 

simulation environment is their tendency to drag the user along the surface of the 

bone, due to the contact forces between the teeth of the drilling burr and the bone 

(Figure 8).  Stroking the drill on the bone surface in a direction that allows these forces 

to oppose a surgeonôs hand motion permits the surgeon to control the velocity of the 

drill.  Stroking the drill such that these forces complement the surgeonôs hand motion 

causes the drill to catch its teeth on the bone and rapidly ñrunò in the direction of 

movement, which can be extremely dangerous.  Simulating this effect is thus critical 

to training correct drilling technique. 

 

drill rotation

bone model

tangential force

 

 

Figure 8.  A spinning, burred drill creates a tangential force that propels the drill along 

the bone surface. 

 

Modeling the contact forces between the individual teeth in the drillôs 

geometry and the bone surface would be computationally expensive, so we again 

employ our dense sampling approach to approximate tangential drill forces during the 

computation of penalty forces. 

Each sample that is found to be immersed in the bone (i.e. the red samples in 

Figure 5a) computes its own tangential force vector, according to: 
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 éwhere ftan is the tangential force created by this sample, p is the position of this 

sample, sc is the center of the ñsliceò of the drill in which this sample lies (the sample 

position projected onto the drill axis), and d is the primary axis of the drill (and thus 

the axis of rotation), as shown in Figure 7.  

The vector (p ï sc) is a vector from the tool axis to this sample point, an 

approximation of the local surface normal (the true surface normal is generally 

unknown, since most samples are not on the surface of the model and thus donôt have 

defined normals).  The drill axis vector is normalized to unit length, and the magnitude 

of the vector (p ï sc) indicates its distance from the tool axis and thus its linear 

velocity (since the drill spins at constant rotational velocity, samples farther from the 

axis of rotation carry larger linear velocity than close near the axis of rotation).  The 

cross-product (p ï sc)  ³ d is thus scaled according to sample velocity, and is 

perpendicular to both the drillôs axis and the approximate surface normal. 

Summing these vectors over all samples that are found to lie on the bone 

creates a net force that simulates the interaction between the teeth of the drill and the 

bone surface.  Scaling this vector by -1 is equivalent to reversing the ñhandednessò of 

the drill. 

3.2.3.8  Modeling Drill Vibration using Recorded Data 

Another key aspect of the haptic sensation associated with drilling is the vibration of 

the instrument, which varies with applied force and with burr type.  In order to 

generate realistic drill vibration frequencies, we outfitted a physical drill with an 

accelerometer and collected vibration data at a variety of applied drilling forces.  

These data are summarized in Figure 9.  The key spectral peaks were identified for 

each burr type and used to synthesize vibrations during the simulation.  Since we are 

driving our haptic feedback device at approximately 1.5 kHz, we are unable to 

preserve the highest-frequency vibrations identified in these experimental recordings.  

However, we are able to preserve the lower-frequency harmonics and the variations in 

vibration associated with changes in burr type and/or changes in applied drilling force. 

dscpf ³-= )(tan
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Figure 9.  A spectral representation of drill vibration, collected from cutting (top row) 

and diamond (bottom row) drilling burrs, when in contact with bone and when powered 

but held away from the bone surface.  The frequencies of the largest peaks are 

highlighted.  The sharp spectral peaks make this data suitable for real-time vibration 

synthesis. 

 

3.2.4 Data Manipulation 

When bone voxels are removed from our environment, our hybrid data structure 

requires that the area around the removed bone be retessellated.  Consequently, bone 

voxels are queued by our haptic rendering thread as they are removed, and the graphic 

rendering thread retessellates the region around each voxel pulled from this queue.  

That is, for each removed voxel, we see which of its neighbors have been ñrevealedò 

and create triangles that contain the centers of these new voxels as vertices.  

Specifically, for each removed voxel v, we perform the following steps: 

 
for each voxel vô that is adjacent to v 

  if vô is on the bone surface  

    if a vertex has not already been created  

    to re presented vô 
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      create a vertex representing vô 

      compute the su rface gradient at vô 

    queue vô for triangle creation 

 

for each queued voxel vô 

  generate triangles adj acent  to vô (see below) 
 

Once again, a voxel that is ñon the bone surfaceò has a non-zero bone density 

and has at least one neighboring voxel that contains no bone density.  When all local 

voxels have been tested for visibility (i.e. when the first loop is complete in the above 

pseudocode), all new vertices are fed to a triangle generation routine.  This routine 

finds new triangles that can be constructed from new vertices and their neighbors, 

orients those triangles to match the verticesô surface normals, and copies visible 

triangles to the ñvisible triangle arrayò (see Section 3.2.7).  The reason for ñqueuing 

triangles for triangle creationò is that the generation of triangles ï performed in the 

second loop above ï depends on knowing which local voxels are visible, which is only 

known after the completion of the first loop. 

3.2.5 Additional Tools 

An additional bone modification tool allows the introduction of large bone cuts via a 

planar cut tool (see Figure 10).  This tool generates no haptic feedback and is not 

intended to replicate a physical tool.  Rather, it addresses the need of advanced users 

to make rapid cuts for demonstration or for the creation of training scenarios.  Bone 

removal with this tool is implemented by discretizing the planar area ï controlled in 

six degrees of freedom ï into voxel-sized sample areas, and tracing a ray a small 

distance from each sample along the normal to the plane.  This is similar to the 

approach used in [153] for haptic rendering, but no haptic feedback is generated, and 

each ray is given infinite ñdrilling powerò, i.e. all density is removed from any voxels 

through which each ray passes.  The distance traced along each ray is controlled by the 

user. This allows the user to remove a planar or box-shaped region of bone density, 

demonstrated in Figure 10b.   This approach will often generate isolated fragments of 

bone that the user wishes to move or delete.  This operation is discussed in Section 

3.2.6. 
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Figure 10.  The use of the cut-plane tool and the independent manipulation of 

discontinuous bone regions.  (a) The cut-plane tool is used to geometrically specify a set 

of voxels to remove.  (b) The volume after voxel removal.  (c) The flood-filling thread has 

recognized the discontinuity, and the bone segments can now be manipulated 

independently. 

 

A final set of tools allows the user to manipulate rigid models that can be 

bound to bone objects.  This is particularly relevant for the target craniofacial 

procedures, which center around rigidly affixing metal plates to the patientôs anatomy.  

We thus provide models of several distractors and/or industry-standard bone plates (it 

is straightforward to add additional models).  The inclusion of these plate models 

allows users to plan and practice plate-insertion operations interactively, using 

industry-standard plates.  Collision detection for haptic feedback is performed using a 

set of sample points, as was the case with drilling tools.  In this case, the sample points 

are generated by sampling 100 vertices of each model and extruding them slightly 

along their normals (because these models tend to be very thin relative to our voxel 

dimensions) (Figure 11a).  For this tool/bone contact, which generally involves objects 

with much larger volumes than the drill tools, we elected to use the ray-tracing 

approach presented in [153].  This approach allows reasonable haptic feedback with 

lower numbers of samples than the volumetric approach we use for our drilling tools 

(Section 3.2.3).  Since there is no well-defined tool center toward which we can trace 

rays for penetration calculation, rays are traced along the modelôs surface normal at 
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each sample point.  At any time, the user can rigidly affix a plate tool to a bone object 

with which it is in contact using a button on the haptic device (Figure 11b,c,d). 

 

(a) (b) (c) (d)
 

Figure 11.  The modeling and attachment of rigid bone plates.  (a) The sur face of a bone 

plate after sampling and extrusion.  (b) A bone surface before modification.  (c) The 

same bone surface after drilling, distraction, and plate attachment.  (d) The same bone 

surface after drill ing, distraction, and distractor insertion. 

 

3.2.6 Discontinuity Detection 

A critical step in simulating craniofacial procedures is the detection of cuts in the bone 

volume that separate one region of bone from another, thus allowing independent rigid 

transformations to be applied to the isolated bone segments. 

In our environment, a background thread performs a repeated flood-filling 

operation on each bone structure.  A random voxel is selected as a seed point for each 

bone object, and flood-filling proceeds through all voxel neighbors that currently 

contain bone density.  Each voxel maintains a flag indicating whether or not it has 

been reached by the flood-filling operation; at the end of a filling pass, all unmarked 

voxels (which must have become separated from the seed point) are collected and 

moved into a new bone object, along with their corresponding data in the vertex and 

triangle arrays.  Figure 12 summarizes this operation and provides an example. 
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Figure 12.  Discontinuity detection by flood-filling.  The seed voxel is highlighted in red, 

and the shaded (blue) voxels were reached by a flood-filling operation beginning at the 

seed voxel.  These voxels thus continue to be part of the same bone object as the seed 

voxel, while the unshaded voxels on the right have become disconnected and thus are 

used to create a new bone object.  In a subsequent pass through the flood-filling 

algorithm, a third bone object would be created, because the unfilled voxels are further 

fragmented. 

 

Figure 10a and Figure 10c display a bone object that has been cut and the 

subsequent independent movement of the two resulting structures.  Here ï for 

demonstration ï the cut-plane tool is used to create the fracture; during simulated 

procedures, fractures are generally created by the drilling/sawing tools. 

3.2.7 Graphic Rendering 

To take advantage of the fact that the user does not frequently change the simulationôs 

viewing perspective, we maintain two triangle arrays, one containing the complete 

tessellation of the current bone volume (the ñcomplete arrayò), and one containing 

only those that are visible from positions close to the current camera position (the 

ñvisible arrayò). The latter array is initialized at startup and is re-initialized any time 

the camera comes to rest after a period of movement. Visible triangles are those with 

at least one vertex whose normal points towards (less than 90 degrees away from) the 

camera.  Because this visibility-testing pass is time-consuming, it is performed in the 

background; the complete array is used for rendering the scene during periods of 

camera movement (when the visible array is considered ódirtyô) and during the 

reinitialization of the óvisibleô array. 
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As an additional optimization, we use the nvtristrip library [143] to reorder our 

triangle and vertex arrays for optimal rendering performance. We could have further 

reduced rendering time by generating triangle strips from our triangle lists, but this 

would add significant computational complexity to the process of updating the surface 

mesh to reflect changes to the underlying voxel grid. 

3.2.8 Bone Dust Simulation 

We also build on the work presented in [7] to provide a simulation of bone dust 

accumulation, which is particularly critical in otologic procedures.  Bone dust tends to 

accumulate in the drilling area, and must be suctioned off to enhance visibility of the 

bone surface. 

Agus et al [7] simulate the behavior of individual particles of bone dust, 

sampling a subset of the particles in each rendering pass to minimize the 

computational load demanded by the simulation.  Since individual particles of bone 

dust are not generally visible, it is unnecessary to simulate particulate motion.  

Therefore we take an Eulerian approach similar to [186], in which we discretize the 

working region into a three-dimensional hashed grid.  Rather than tracking individual 

particles, we track the density of particles contained in each grid cell.  This allows us 

to simulate the piling of dust particles, particle flow due to gravity, and particle 

movement due to tool contact for all accumulated bone dust, without simulating 

individual particles.  Gravity and tool forces transfer density between neighboring grid 

cells, rather than modifying the velocity of individual particles. 

Each grid cell containing bone dust is rendered as partially-transparent 

OpenGL quad, whose dimensions scale with the density of dust contained in that cell.  

This provides a convincing representation of accumulated particle volume and density, 

and does not require that we render each particle (that is, each quantum of density) 

individually. 

This grid-based approach significantly reduces computation and rendering time 

relative to a particle-based (Lagrangian) approach.  Coupled with the hash table we 

use to minimize memory consumption for the grid, we are able to render large 

quantities of accumulated bone dust without impacting the interactive performance of 
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the application.  Figure 13 shows a volume of accumulated bone dust and the suction 

device used by the trainee to remove it.  The suction device is controlled with an 

additional Phantom haptic interface. 

 

 

Figure 13. Bone dust simulation.  The user has removed a volume of bone, which has 

now accumulated as bone dust.  The physical simulation has allowed the bone dust to fall 

to the bottom of the drilled area.  The user is preparing to remove the bone dust with the 

suction device. 

 

3.2.9 Data-Driven Sound Synthesis 

Sound is a key source of intraoperative feedback, as it provides information about drill 

contact and about the nature of the underlying bone.  We simulate the sound of the 

virtual burr as a series of noisy harmonics, whose frequency modulates with applied 

drilling force.  Building upon the harmonic-based synthesis approach presented in 

[34], we have recorded audio data from cutting and diamond drill burrs applied to 

cadaver temporal bone a under a series of drilling forces, in order to determine the 

appropriate frequencies for synthesized sound, as well as the dependence of this data 
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on drill type and applied drilling force.  Figure 14 summarizes the spectral information 

collected from diamond and cutting burrs. 
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3166hz 3047hz 2173hz

3102hz 970hz 1888hz

 

Figure 14.  A spectral representation of audio data collected from diamond (top row) 

and cutting (bottom row) drilling burrs.  Columns represent no bone contact, bone 

contact without significant pressure, and bone contact with a typical drilling pressure 

(applied by an experienced surgeon). The sharp spectral peaks and distinct variation 

among drill types and contact forces make this data suitable for real-time synthesis. 

 

Sound can also be a key indicator of bone thickness intraoperatively; sound 

quality and frequency change significantly as the drill contacts a thin layer of bone, 

providing a warning that the surgeon is approaching sensitive tissue.  In our simulator, 

the pitch of the synthesized sound increases when the drilled area becomes thin.  In 

order to estimate the thickness of bone regions, we used a raytracing algorithm similar 

to that used for haptic rendering in [153].  At each voxel that is determined to be on 

the surface of the bone, the surface gradient is used to approximate the surface normal, 

and a ray is cast into the bone along this normal.  The ray is traced until it emerges 

from the bone volume, and the thickness is estimated as the distance from the rayôs 

entry point to its exit point.  For sound synthesis, this thickness is averaged over all 

surface voxels with which the drill is in contact.  Below an empirically selected 

thickness threshold, sound frequency increases linearly with decreasing bone 

thickness.  The slope of this relationship is selected so that the key harmonics span the 

same range of frequencies in simulation that they do in our measured data. 
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3.3 Results: Construct Validity 

3.3.1 Experimental Procedure 

The surgical simulation community defines several levels of ñvalidityò ï the ability for 

a simulator to mimic the real-world properties of the environment it aims to represent.  

The present study assesses the ñconstruct validityò of our simulation environment: the 

ability to explain subject behavior in simulation with appropriate parameters 

describing subject experience level.  In other words, expert surgeons should perform 

objectively better on a simulated surgical task than novices. 

For the present study, fifteen right-handed participants were asked to perform a 

mastoidectomy (removal of a portion of the temporal bone and exposure of relevant 

anatomy) in our simulator.  Participants included four experienced surgeons, four 

residents in head and neck surgery with surgical experience, and seven novices with 

no surgical experience. 

Participants were presented with a tutorial of the simulator and were given 

fifteen minutes to practice using the haptic devices and the simulatorôs user interface.  

Participants were then presented with an instructional video describing the target 

procedure, and were given access ï before and during the procedure ï to still images 

indicating the desired appearance of the bone model at various stages in the procedure 

(Figure 15).   Participants were asked to perform the same procedure twice. 
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Figure 15.  Still images presented to experimental participants, indicating the stages of 

the mastoidectomy procedure. 

 

Each participantôs hand movements, haptic forces, and surgical interactions 

were logged to disk then later rendered to video.  Videos were scored on a scale of 1 to 

5 by an experienced head and neck surgery instructor; the instructor was not aware of 

which videos came from which subjects and viewed them in randomized order.  This 

scoring approach is similar to the approach used to evaluate resident progress in a 

cadaver training lab.  Our hypothesis is that participants with surgical experience 

should receive consistently higher scores than those with no surgical experience. 

Figure 16 shows a summary of the experimental results.  Participants with 

surgical experience received a mean score of 4.06, and novices received a mean score 

of 2.31, a statistically significant difference according to a one-tailed t-test (p < 

0.0001).  This clear difference in performance when operating in our simulator 

demonstrates the construct validity of the system. 
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Figure 16.  Mean scores for simulated mastoidectomies performed by novice participants 

(left) and participants with surgical experience (right).  Error bars indicate 95% 

confidence intervals. 

 

3.4 Novel Training Techniques 

The previous subsections of this section discussed our simulatorôs approach to 

replicating interaction with bones, i.e. replicating the features available in a traditional 

cadaver-based training lab.  The following section discusses our incorporation of 

training features that are not possible in a traditional training lab, and thus demonstrate 

the potential for simulation to not only replicate but also extend existing training 

techniques. 

3.4.1 Haptic Tutoring  

Surgical training is typically focused on visual observation of experienced surgeons 

and verbal descriptions of proper technique; it is impossible for a surgeon to 

physically demonstrate the correct ófeelô of bone manipulation with physical tools.  

With that in mind, we have incorporated a óhaptic tutoringô module into our 

environment, allowing a trainee to experience forces that are the result of a remote 

userôs interaction with the bone model. 
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Ideally, the trainee would experience both the movements of the instructorôs 

tool and the force applied to/by the instructor, but it is difficult to control both the 

position and the force at a haptic end-effector without any control of the compliance of 

the userôs hand.  To address this issue, we bind the position of the traineeôs tool to that 

of an instructorôs tool (running on a remote machine) via a low-gain spring, and add 

the resulting forces to a óplaybackô of the forces generated at the instructorôs tool. I.e.: 

 

Ftrainee = Kp(Ptrainee ï Pinstructor) + Finstructor 

 

éwhere Finstructor and Ftrainee are the forces applied to the instructorôs and traineeôs 

tools, and Pinstructor and Ptrainee are the position of the instructorôs and traineeôs tools. Kp 

is small enough that it does not interfere significantly with the perception of the high-

frequency components transferred from the instructorôs tool to the traineeôs tool, but 

large enough that the traineeôs tool stays in the vicinity of the instructorôs tool.  In 

practice, the error in this low-gain position controller is still within reasonable visual 

bounds, and the trainee perceives that he is experiencing the same force and position 

trajectory as the instructor. 

We use the same approach and the same force constants for ñhaptic playbackò, 

allowing a user to play back force data collected from a previous userôs run through 

our system.  This has potential value both for allowing trainees to experience the 

precise forces applied during a canonically correct procedure, and for allowing an 

instructor to experience and evaluate the precise forces generate during a trial run by a 

trainee. 

3.4.2 Neurophysiology Console Simulation 

Another goal of our simulation environment is to train the surgical skills required to 

avoid critical and/or sensitive structures when using potentially dangerous tools. The 

inferior alveolar nerve is at particular risk during most of the procedures this 

environment is targeting.  We thus incorporate a virtual nerve monitor that presents 

the user with a representation of the activity of nerve bundles in the vicinity of the 
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procedure (Figure 17a).  Nerves are currently placed explicitly for training scenarios; 

future work will include automatic segmentation of large nerves from image data.  

This approach will also potentially contribute to the simulation-based training 

of a complete surgical team, which typically involves several technicians focused on 

neurophysiology monitoring.  Simulated neural data is streamed out via Ethernet for 

remote monitoring, and can be visualized on a console that is similar to what would be 

available intraoperatively to a technician.  Our system uses the visualization and 

analysis software distributed with the Cerebus neural recording system 

(CyberKinetics, Inc.) (Figure 17b). 

 

(a)

(b)

(a)

(b)

 

Figure 17.  Virtual neurophysiology monitoring.  (a) The user drills near a simulated 

nerve (in blue) and views a real-time simulated neural monitor, which also provides 

auditory feedback.  (b) A remote user visualizes the activity of several simulated nerves, 

observing activity bursts when the user approaches the nerve structures. 

 

3.5 Automated Evaluation and Feedback 

Another exciting possibility for virtual surgery is the use of simulation environments 

to automatically evaluate a traineeôs progress and provide targeted feedback to help 

improve a userôs surgical technique.   
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A straightforward approach to evaluating a traineeôs performance on the 

simulator is determining whether a given objective has been achieved while avoiding 

injury to vulnerable structures (such as nerves, ossicles, or veins).  However, many of 

the finer points of technique that surgeons learn are taught not because failure to 

adhere to them will necessarily result in injury, but because it increases the likelihood 

of injury.  Therefore, it is useful to be able to quantify the risk inherent in the trainee's 

performance.  

This section describes several metrics for evaluating a userôs bone-drilling 

technique, and our approach to visualizing these metrics.  We also present approaches 

to validating these metrics (confirming that they are medically meaningful) and initial 

validation results. 

3.5.1 Visibility Testing  

One of the most important ways in which risk is minimized in temporal bone surgery 

is by taking care to only remove bone that is within the line of sight, using a 

ñsaucerizingò drilling technique (removing bone so as to create a saucer-shaped cavity 

on the bone surface).  This enables the surgeon to avoid vulnerable structures just 

below the bone surface, using subtle visual cues that indicate their locations.  If 

instead some bone is removed by ñundercuttingò (drilling beneath a shelf of bone that 

obscures visibility), there is increased risk of structure damage. 

In our environment, as each voxel of bone is removed, the simulator 

determines whether this voxel was visible to the user at the time of removal.  Making 

use of the same ray-tracing techniques that are used for haptic rendering (Section 

3.2.5), a line is traced from the removed voxel to the virtual eye point.  If any voxels 

(other than those currently in contact with the drill) are intersected by this ray, the 

removed voxel is determined to be invisible.  

During or after a virtual procedure, a user can visualize the 

visibility/invisibility of every voxel he removed, to explore the overall safety of his 

technique and find specific problem areas.  Voxels that were visible when removed are 

shown in one color while those that were obscured are rendered in another color 

(Figure 18).  The scene may also be rotated and rendered with only selected structures 
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visible, allowing unobstructed visualization of the locations of the removed voxels and 

their proximities to crucial structures. 

 

Figure 18.  Visualization of removed voxel visibility.  In this simulation, the trainee has 

correctly ñsaucerized" on the right side, removing only visible bone, while he 

"undercut" on the left side, removing bone that was hidden by other bone.  This 

interactive visualization ï in which the bone itself is not rendered ï displays the regions 

in which he exercised proper technique (visible voxels in green) and regions in which he 

did not (obscured voxels in red).  Undercutting in close proximity to the sigmoid sinus (in 

blue) was dangerous as he could not see the visual cues indicating the vein's location 

below the bone surface. 

 

Although it makes intuitive sense that voxel visibility should be an appropriate 

metric for evaluating a userôs performance, it is important to validate this metric ï and 

all automatic metrics ï against a clinically-standard assessment of user performance.  

In this case, we use the data collected from the user study presented in Section 3.3, 

which includes complete simulated procedures by experts and novices, along with 

scores assigned to each simulated procedure by an experienced surgical instructor.  A 

metric that correlates well to an instructorôs manually-assigned scores is likely to be an 

effective metric for automatic user evaluation. 

Figure 19 shows the results of correlating computed voxel visibilities to an 

instructorôs score (on a scale of 1 to 5) for each simulated procedure performed by 
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each of our study participants.  Linear regression shows a correlation coefficient of 

0.68, which is particularly high considering that the manual evaluation was based on a 

wide array of factors, only one of which was voxel visibility.  This approach is 

suitable for assessing the effectiveness of individual metrics, which can be combined 

to form an overall score for a simulated procedure. 
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Figure 19.  Relationship between expert-assigned scores (x axis) and computed voxel 

visibility (y -axis), along with a linear fit (R=0.68, p<0.001).  Each dot represents one pass 

through the simulated procedure by one subject.  The strong correlation supports the 

value of computed visibility as an automatic performance metric. 

 

3.5.2 Learning Safe Forces 

Another component of safe drilling is applying appropriate forces and operating the 

drill at appropriate speeds.  The acceptable range of forces and speeds is closely 

related to the drillôs distance from vulnerable structures.  However, this function is 

difficult for a human, even an expert surgeon, to precisely quantify.  Therefore, we 

learn maximal safe forces and speeds via statistical analysis of forces, velocities, and 

distances recorded during a run of the simulation by experienced surgeons.  Traineesô 
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performance can then be compared to the expertsô values, and areas in which 

excessive speeds or forces were applied can be visualized and presented to the user. 

For example, Figure 20 shows the force profiles of all expert and novice study 

participants as they approached a critical and sensitive structure, the chorda tympani, a 

branch of the facial nerve.  At the instant that any voxel within 3cm of this structure 

was removed, the userôs applied force was recorded.  These samples were then sorted 

by distance from the nerve and binned into 0.2cm intervals; the mean value of each 

bin was computed and plotted in Figure 20.  The profiles for experts and novices are 

significantly different, as indicated by the plotted confidence intervals.  Experts clearly 

tend to use lower forces overall in the vicinity of this critical structure, and reduce 

their forces as they approach, a trend not seen in the novice plots. 
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Figure 20.  Forces applied by experts and novices in the vicinity of the chorda tympani (a 

sensitive branch of the facial nerve).  Error bars indicate 95% confidence intervals.  

Experts display a significantly different force profile in this region than novices, as 

experts tend to reduce their applied forces when approaching the nerve. 
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3.5.3 Learning Correct Bone Regions for Removal 

In addition to instantaneous metrics like force and visibility, an instructor evaluating a 

surgical trainee would also evaluate the overall shape of the drilled region after a 

complete procedure, i.e. the set of voxels removed by the trainee. 

To capture this important criterion in a quantitative metric, we use a Naïve 

Bayes approach to categorize ñcorrectò and ñincorrectò drilling regions.  We assume 

that voxels from the full voxel mesh are chosen for removal (drilling) according to 

separate distributions for experts and novices.  For each voxel, we compute the 

probability that an expert would remove this voxel and the probability that a novice 

would remove this voxel.  Then for each subjectôs run through a simulated procedure, 

we look at the set of removed voxels and ask ñwhat was the probability that an expert 

(or novice) performed this procedure?ò, by multiplying together the probabilities of 

each removed voxel.  We then compute the ratio of these cumulative probabilities 

( pexpert and pnovice ) and take the log of that ratio, to compute a scalar value that 

estimates the correctness of the drilled region ( log(pexpert/pnovice) ). 

We would like to show that this is a valid performance metric by correlating it 

with scores assigned by an experienced instructor, as we did in Section 3.5.1.  Figure 

21 shows the result of this analysis, along with a linear regression onto the scores 

assigned by an instructor (R=0.76).  Again, the high correlation suggests that this is a 

valuable component in a suite of individual metrics than can produce an accurate 

estimate of trainee performance. 
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Figure 21.  Relationship between expert-assigned scores (x axis) and estimate of drilled 

region correctness (y-axis), along with a linear fit (R=0.76, p<0.001).  Each dot 

represents one pass through the simulated procedure by one subject.  The strong 

correlation supports the validity of our drilled -region-correctness estimate as an 

automatic per formance metric.  

 

3.6 Conclusion and Future Work 

We have described a system for visuohaptic simulation of bone surgery, 

including a volume-sampling algorithm for haptic rendering and a hybrid data 

structure for linking visual and haptic representations of volume data.  We presented 

empirical results evaluating the construct validity of our system, and we presented our 

approach to building task-level scenarios and evaluation mechanisms on top of our 

physical simulation. 

Subsequent work on the simulation environment will focus on incorporating a 

representation of soft tissue simulation into our environment, to enable the 

representation of more complete procedures, including, for example, skin incision and 

tumor resection.  Subsequent work on our automated evaluation techniques will focus 
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on the development of additional automated metrics and the visualization of 

automated metrics. 

Supplemental material for this section, including movies and images of the 

simulation environment, is available at: 

 

http://cs.stanford.edu/~dmorris/projects/bonesim/ 

 

 

http://cs.stanford.edu/~dmorris/projects/bonesim/
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4 Haptic Training Enhances Force Skill 

Learning 

Traditional haptic rendering techniques focus primarily on simulation: a virtual 

environment uses a haptic device to replicate a sensation experienced in the physical 

world.  This is the goal, for example, of the haptic rendering techniques described in 

Section 3.  This approach has been used in most haptic simulation environments 

oriented toward skill training.  This paradigm is analogous to practicing any skill in 

the physical world: a skill is performed repetitively under realistic conditions to 

improve a traineeôs ability to perform that skill in the future. 

 An alternative paradigm uses a haptic device to present forces that do not 

represent a ñrealisticò interaction with a simulated environment.  The possibility of 

generating haptic forces other than physical interaction forces appeared intriguing 

during the development of the simulation environment described in Section 3.  In 

particular, haptic feedback offers the possibility of demonstrating manual skills, with 

the user passively receiving information via the haptic device.  However, it was not 

obvious that force-sensitive skills could be learned in this manner, so we chose to 

create an abstract task that would allow us to evaluate the potential for haptic feedback 

to teach force-sensitive motor skills.  This task is the topic of Section 4 of this 

dissertation. 

 The surgical skills required for bone drilling are sensitive to both movement 

(position) and force, and are guided by both visual landmarks and force feedback.  

This section thus presents an experiment in which subjects are taught visually-guided 
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patterns of forces and are asked to recall those forces.  The results indicate that this 

form of training ï which we refer to as ñhaptic mentoringò ï can indeed augment 

visual training for the class of skills we examined. 

Related techniques have been implemented in our simulation environment.  

The simulator guides a user through the surgical field, displaying ñcorrectò interaction 

forces (those experienced previously by a trained surgeon).  Data can be played back 

from a file or streamed in real-time from a surgeon using our environment (Section 

3.4.1) (Figure 1).  Future work will assess the utility of this feature in the context of 

surgical training. 

The worked presented here has been submitted as [129]. 

 

 

 

 

This section explores the use of haptic feedback to teach an abstract motor skill that 

requires recalling a sequence of forces.  Participants are guided along a trajectory and 

are asked to learn a sequence of one-dimensional forces via three paradigms: haptic 

training, visual training, or combined visuohaptic training.  The extent of learning is 

measured by accuracy of force recall.  We find that recall following visuohaptic 

training is significantly more accurate than recall following visual or haptic training 

alone.  This suggests that in conjunction with visual feedback, haptic training may be 

an effective tool for teaching sensorimotor skills that have a force-sensitive component 

to them, such as surgery.  We also present a dynamic programming paradigm to align 

and compare spatiotemporal haptic trajectories. 

4.1 Introduction  

Haptic feedback has become an integral component of numerous simulation systems, 

particularly systems designed for teaching surgical skills (e.g. [18], [128], [209]).  

Haptic rendering in nearly all such simulation environments has been designed to 

realistically replicate the real-world forces relevant to a particular task.  Recent results 
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suggest that simulation environments can contribute to usersô learning of real motor 

skills [215] and to usersô perception of virtual object shapes [92].  In contrast, Adams 

et al [3] found no significant learning benefit from haptic feedback for a manual 

assembly task, despite an overall benefit from training in a virtual environment. 

Although haptic feedback is often used to replicate real-world interaction 

forces, haptics has the potential to provide cues that are not available in the physical 

world.  In particular, haptic feedback can be used as a channel for presenting motor 

patterns that a user is expected to internalize and later recall.  Feygin et al [58] refer to 

this approach as ñhaptic guidanceò, and found that haptic feedback contributes to 

learning spatiotemporal trajectories.  Williams et al [211] employed this technique in a 

medical simulator and also found that it contributed to learning position trajectories.  

Patton and Mussa-Ivaldi [150] employ an implicit version of this technique, allowing 

users to adapt to a movement perturbation in order to teach a motion that is opposite to 

the perturbation.  In contrast, Gillespie et al [66] used a similar approach to teach a 

motor control skill, and found no significant benefit from haptic training, although 

haptic training did affect the strategy that participants used when performing the motor 

skill in the real world. 

However, little work to date has demonstrated the ability of haptic feedback to 

teach a precise sequence of forces that should be applied as a user moves along a 

trajectory in space.  This type of learning is relevant to force-sensitive, visually-guided 

tasks, particularly including numerous surgical procedures ([206], [200]).  Yokokohji 

et al [214] presented forces contrary to a correct level of force for an object-

manipulation task, but found that this approach was ineffective for the task they were 

evaluating.  More recently, Srimathveeravalli and Thenkurussi [184] used haptic 

feedback to teach users to replicate both shape and force patterns, but found 

insignificant benefit of haptic feedback for learning shape patterns, and did not find 

haptic training to be beneficial at all for learning force patterns. 

The present work examines a task in which the participantsô goal was to learn 

and recall a pattern of forces along a single axis.  In this context, we demonstrate that 
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haptic feedback is beneficial for learning a series of forces along a movement 

trajectory. 

4.2 Methods 

We describe an experiment that assesses the impact of haptic training on participantsô 

ability to learn a sequence of forces.  Participants were presented with sequences of 

forces via three training modalities ï visual, haptic, and combined visuohaptic ï and 

were asked to recall those forces.  While learning and recalling forces, participants 

were passively moved along a spatial trajectory, which was also presented visually.  

The participants used this trajectory as position references for force patterns.  A more 

detailed description of this experiment follows. 

4.2.1 Participants 

Twelve right-handed participants, nine male and three female, aged 19 to 21, took part 

in the present study.  All were undergraduate students.  None had previous experience 

with haptic devices.  Participants were compensated with a $5 gift certificate, and an 

additional $10 gift certificate was offered to the three participants with the highest 

overall score (across all conditions) as incentive.  Written consent was obtained from 

all participants; the consent form was approved by the Stanford University 

Institutional Review Board. 

4.2.2 Apparatus 

Visual information was presented on a 19ò LCD monitor placed approximately 2.5ô 

from the user.  Haptic feedback was presented via an Omega 3-DOF force-feedback 

device (Force Dimension, Lausanne, Switzerland), resting on a table in front of the 

monitor.  This device was selected because it was able to deliver the sustained forces 

required for this experiment (up to 8N for up to twenty seconds), which other 

commercially-available haptic devices could not.  Participants were able to rest their 

elbow on a table.  Software was run on a dual-CPU 2GHz Pentium 4 computer 

running Windows XP, and was developed in C++ using the CHAI toolkit [42].  The 
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software used for this experiment has been made available online; see Appendix A for 

download information.  

4.2.3 Stimuli  

The following axis convention was used in the present study: 

¶ The x axis runs from the participantôs left to the participantôs right (parallel to the 

table) 

¶ The y axis runs upward (perpendicular to the table) 

¶ The z axis runs toward the user (in and out of the display plane) 

 

Spatial trajectories were generated for each trial to passively move the 

participantôs hand from left to right while sinusoidally varying the participantôs hand 

position along the z axis.  The spatial trajectory had no y component; i.e. it was 

entirely in a plane parallel to the table.  Trajectories spanned 10cm in the horizontal 

(x) direction and 6cm in the z direction, and moved the user at a constant velocity of 

1.6cm/s.  The z component of each trajectory was the sum of twenty sinusoids with 

random frequencies, phases, and DC offsets, with a maximum spatial frequency of 0.3 

cycles per centimeter.  After summing the sinusoids, each trajectory was scaled to fit 

the 6cm range in z. A typical spatial trajectory is presented in Figure 22.   

 

 

 

Figure 22. A typical spatial trajectory used in our experiment. 
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Force patterns were generated for each trial along the y axis, perpendicular to the 

plane of movement along the spatial trajectory.  These patterns are the values that the 

participant was asked to learn in each trial.  Force patterns were generated as functions 

of time, but because the participant was moved along the trajectory at a constant rate, 

force patterns were also fixed relative to the spatial trajectory.  The temporal force 

patterns were generated as the sum of four sinusoids with random frequencies, phases, 

and DC offsets, with a maximum frequency of 0.2Hz.  After sinusoidal summing, 

force patterns were scaled into the range [0N,10N].  To introduce limited higher-

frequency peaks without creating unreasonably ñjaggedò force patterns, parabolic 

ñbumpsò were randomly blended into each sinusoidal trajectory; these bumps were 

allowed to range up to 12N.  After summing the base pattern and the parabolic bumps, 

the final force pattern was ramped up and down over the first and last one second of 

the pattern to avoid jerking the haptic device.  A typical force pattern is presented in 

Figure 23.  This graph represents the magnitude of the normal force the participant 

was asked to learn; the learned force was in all cases in the downward (-y) direction. 

 

 

Figure 23.  A typical force pattern used in our experiment. 

 

4.2.4 Experimental Conditions 

The following 3 training conditions were employed in a blocked design:  haptic 

display of normal force (H), visual display of normal force (V), and combined 

visuohaptic display of normal force (V+H).  In all three conditions, the participantôs 
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hand was pulled along the spatial trajectory (in the xz plane) via a proportional-

derivative (PD) controller with proportional and derivative gains of 0.9N/mm and 

0.1N/mm, respectively.  Offline analysis showed no significant lag behind the ideal 

trajectory in any participantôs data, indicating that the gain was sufficiently high.  The 

visual display showed the spatial trajectory, along with a display of the participantôs 

current device position, under all three training conditions. 

In the haptic (H) training condition, the haptic device applied the opposite of 

the embedded force pattern directly to the user along the y axis (perpendicular to the 

movement plane).  The participant was instructed to keep the device in the movement 

plane, i.e. to precisely oppose the upward force applied by the Omega device.  In this 

manner, the participant practiced applying the sequence of forces that he/she was 

expected to learn.  Figure 24a shows the display that was presented to the user in the H 

condition. 

 

   

(a) (b) (c) 

Figure 24.  The visual representations of the spatial trajectory and normal force 

presented to the user in the (a) haptic training condition (no representation of force), (b) 

visual training condition (blue bar representing current target force), and (c) combined 

visuohaptic training condition (blue bar representing current target force magnitude 

and green bar current user-applied force magnitude). 

 

In the visual (V) training condition, the haptic device was constrained to the xz 

plane by a PD controller with P and D gains of 2.0N/mm and 0.3N/mm, respectively.  

No haptic representation of the embedded force pattern was presented to the user.  As 

the user was pulled along the trajectory, an on-screen blue vertical bar changed its 

height to indicate the magnitude of the target normal force at the current trajectory 

position.  This bar moved along the trajectory along with the representation of the 

participantôs current device position, so the participant could visually attend to both 
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simultaneously.  Figure 24b shows the display that was presented to the user in the V 

condition. 

In the combined visuohaptic (V+H) training condition, the haptic device was 

constrained to the xz plane as in the visual (V) condition, and the current target force 

is displayed as a blue bar, as in the visual condition.  However, an additional graphical 

bar is presented in green.  The additional bar indicates the normal force currently 

being applied by the participant.  Participants were instructed to match the heights of 

the blue and green bars.  Thus the participants were ï via the plane constraint ï 

receiving haptic feedback equal to the target force pattern.  Figure 24c shows the 

display that was presented to the user in the V+H condition. 

A fourth condition ï the test (T) condition ï was used following all training 

conditions to evaluate learning through force recall.  The visual display in this 

condition was identical to that used in the haptic (H) condition; no visual indication of 

force was provided.  In the test condition, the haptic device was constrained to the xz 

plane as in the visual (V) condition.  The user was instructed to apply the learned 

pattern of forces in the y direction (normal to the spatial trajectory).   

In all three conditions, a small square appeared on screen when the device 

reached saturation; this was added to be ñfairò to the visual training condition, which 

otherwise did not provide any indication of absolute force magnitude. 

4.2.5 Experimental Procedure 

Each participant was given an introduction to each of the conditions described above, 

and was then asked to participate in 72 trials, with a ten-minute break after 36 trials to 

prevent fatigue.  A trial consisted of a single training/testing pair.  For each trial, the 

subject was presented with a trajectory using one of three training conditions (H, V, 

V+H) and was immediately tested on that trajectory using the test (T) condition 

described above.  Trials were grouped into blocks of three training/testing pairs that 

repeated the same trajectory using the same training condition. 

For example, for a V condition trial block, the participant was trained with the 

visual bargraph display of force by traversing the trajectory from left to right once.  

After returning the stylus tip position to the left of the trajectory, the participant was 
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immediately tested for force recall once (thus completing one trial).  This 

training/testing pair was then repeated twice more (for a total of three trials per block).  

A new training condition was then selected and a new trajectory was randomly 

generated for the next trial block. 

In summary, each participant completed a total of 72 trials, representing 24 

trial blocks for each of the H, V and V+H conditions.  

Throughout the experiment, the device positions and applied normal forces 

were recorded to disk for offline analysis. 

4.3 Data Analysis 

Each testing trial is scored individually for accuracy of force recall.  The input to the 

scoring mechanism is two force-time curves: the ñtargetò force pattern and the 

ñappliedò force pattern.  If these curves are similar, the trial should receive a high 

score for recall accuracy.  A simple approach to computing a score might simply 

subtract the two curves and compute the root-mean-squared (RMS) difference at each 

point.  The synthetic example shown in Figure 25 illustrates why this is an inadequate 

approach.  In this figure, the black line represents a synthetic ñcorrectò force pattern 

with three clear peaks.  The red line represents the force pattern recorded from a 

hypothetical user who correctly recalled the three force peaks, each with a slight 

timing error.  The green line represents the force pattern recorded from a hypothetical 

user who didnôt apply any force at all.  A simple RMS-difference approach to scoring 

would assign a significantly lower score to the red curve than to the green curve, even 

though the red curve represents a significantly more accurate recall.  Feygin et al [58] 

computed an optimal linear transformation (scale and shift) to correct for similar 

errors.  This approach, however, will not adequately align all three peaks in this 

example, because the three peaks are offset in different directions.  In other words, 

different regions of the curve are scaled differently.  This problem is even more 

significant in real data series, which are more complex than this synthetic example. 
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Figure 25.  A synthetic example illustrating the need for non-affine trajectory alignment.  

The black line represents a synthetic ñcorrectò force pattern.  The red line represents the 

force pattern recorded from a hypothetical user who correctly recalled the three force 

peaks, and the green line represents the force pattern recorded from a hypothetical user 

who didnôt apply any force at all. 

 

To address this problem and properly assess recall accuracy participant to local 

timing errors, we employed a scoring scheme based on dynamic programming (DP).  

This approach has often been employed to align curves for shape recognition ([13], 

[138], [154]) and speech recognition [167], and a similar approach was used by Patton 

and Mussa-Ivaldi [150] for matching ñhaptic attributesò.  We describe our adaptation 

of dynamic programming for aligning force/time curves. 

For each trial, the target and applied force patterns are resampled to a common 

time base, and the applied force patterns are low-pass filtered by a box filter with a 

width of 100 milliseconds.  An error matrix is then constructed to describe how well 

each point on the target pattern ñmatchesò each point on the applied pattern.  If the 

resampled trajectories are 1000 samples long, this matrix contains 10002 entries.  The 

entry at location (i,j) answers the question: ñhow similar is point i in the target force 

pattern to point j in the applied force pattern?ò  For this experiment, each entry in the 

error matrix is a weighted sum of the RMS difference in forces and the RMS 

difference in slopes (df/dt values) between the two points being compared.  A penalty 

value is also specified to the dynamic programming algorithm to penalize time 

distortions.  Dynamic programming is then used to find an optimal (minimum-cost) 

pairing between samples on the target and applied curves.  Figure 26 shows the 

alignment suggested by dynamic programming for a single trial. 
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Figure 26.  The alignment computed by dynamic programming for a single trial.  The 

red curve is the target force pattern, the green curve is the applied force pattern, and the 

blue lines connect points on each curve that are aligned by dynamic programming. 

 

The applied force pattern is warped according to this alignment to lie on the 

same time base as the target force pattern.  Figure 27 shows the same trial after 

warping the applied force pattern according to the DP result. 

 

 


