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Abstract 

Surgical training has traditionally followed an apprenticeship model: residents observe 

a number of procedures, then begin practicing in the operating room.  And every time 

a resident practices his first procedure on a patient, that patient is put at some level of 

additional risk.  Even in specialties where cadaver training is applicable (a restricted 

set to begin with), cadavers are expensive, are available only in limited number, and 

lack the physiology that guides surgical decision-making.  Thus the effectiveness of 

cadavers in preparing residents for surgical practice is limited. 

Fortunately, computer-based simulation offers an intermediate between 

observation and live-patient operation.  Virtual environments can allow residents to 

practice both basic skills and procedural logic at extremely low cost, allowing the 

presentation of a wide variety of operating-room scenarios that cannot be duplicated in 

cadaver labs.  Furthermore, computer-based simulation can offer even experienced 

surgeons a chance to practice infrequently-performed procedures, to learn new 

surgical techniques, and to rehearse procedures preoperatively on patient-specific 

anatomy.  An analogy can be made to the highly successful field of flight simulation, 

which has been routinely used to train and re-educate pilots for decades. 

However, significant technical challenges stand between today‘s surgical 

simulation systems and the virtual operating room that will become a standard part of 

tomorrow‘s medical training.  Simulators are still limited in rendering quality, 

immersiveness, intuitiveness, and simulation realism.  This thesis addresses some of 

those challenges, specifically in the context of simulating procedures performed on the 

temporal bone and mandible. 
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We present an overview of our simulation environment, specifically focusing 

on how this software delivers the sources of intraoperative feedback that are relevant 

to training surgical skills.  We then discuss a project inspired by this environment, 

which asks whether haptic feedback can be used to teach motor skills, adding a level 

of training not available in traditional training labs.  We then address one of the most 

difficult problems in surgical simulation: effectively simulating realistic deformable 

materials.  Specifically, we address the adjustment of an interactive, low-

computational-cost deformation model to behave like a more complex model.  We 

then present a series of algorithms and data structures that emerged from this work, 

and conclude with a discussion on the evaluation of the realism of haptic rendering 

systems. 

The design and implementation of our simulator has proceeded in close 

collaboration with surgeons, and we have designed each component to fill a niche that 

was found to be relevant in building a practical surgical simulator.  This dissertation 

demonstrates the effectiveness of this collaborative, multidisciplinary approach to the 

design of medical simulators. 
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1 Introduction   

 

 

 

Figure 1.  A surgeon demonstrates drilling technique to a trainee using 

our networked simulation environment. 

 

This dissertation will present techniques for haptic rendering and physical simulation, 

specifically targeted toward solving problems relevant to virtual surgery.  We will 

begin by exploring five problems faced by the surgical community and possible 

simulation-based solutions to those problems, to motivate the remainder of the thesis. 

 

The first relevant challenge faced by the surgical community is the risk 

incurred by patients when a resident first conducts a procedure.  Surgical training 

programs are traditionally based primarily on observation of experienced surgeons.  

Residents are provided with some classroom training, but the core of a resident 

training program is time spent observing and assisting in the OR.  In certain 
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specialties, residents also practice on cadavers or animals, but these approaches 

virtually never supplant patient-centric learning due to cost and inherent dissimilarity 

from the procedures being trained: cadavers lack physiology, and animals are in most 

cases sufficiently different from humans in anatomy, physiology, and pathology to 

prevent fine-tuning of surgical skills.  The primary drawback to this model for surgical 

training is the intrinsic risk at which patients are placed when a resident first practices 

a procedure on a live patient.  Despite extensive preparation through textbooks and 

observation, sensorimotor skills take time to develop, and a first-time surgeon is 

unlikely to be as effective as an experienced superior.  

A second problem facing surgical training is that most resident training 

programs currently lack a formal mechanism for evaluating resident progress.  It is 

generally up to the discretion of instructors to determine when residents are prepared 

for various stages of intraoperative participation, a subjective system which is difficult 

to standardize across institutional or national boundaries. 

 A third challenge faced by the surgical community is the lack of a consistent 

mechanism for incorporating new technologies into surgical practice.  Surgery is 

already being transformed by computer-based techniques such as robotic surgery 

([62], [102], [139], [93], [120], [122], [35]) and image-guided/augmented-reality 

([108], [106], [141], [57]) surgery.  However, integration of new techniques and 

devices is still based largely on proprietary materials created by medical device 

manufacturers, which can be difficult to evaluate and difficult to disseminate.  

Furthermore, even experienced surgeons face the problem of learning to use new 

technologies, and the community as a whole faces the problem of rapidly developing 

surgical techniques, outcome metrics, and training guidelines for new devices and 

treatments. 

 A fourth challenge faced by the surgical community is the lack of a mechanism 

for ―refreshing‖ surgeons – even experienced surgeons – on rarely-performed 

procedures, approaches, pathologies, or adverse intraoperative events.  Although 

surgeons in the U.S. are required to participate in continuing medical education on an 

annual basis, this generally focuses on new techniques and does not include hands-on 
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review of uncommon procedures.  This is especially relevant for ER and general 

surgeons, who see a wide variety of cases and often have little time to prepare for a 

case.  To make the analogy to the highly-successful field of flight simulation, a pilot 

can fly a 747 for twenty years and never experience an engine failure, but still must be 

prepared to respond when one occurs. 

 And yet a fifth challenge faced by surgeons is the tremendous anatomic and 

physiological variation among patients, requiring significant adjustment and 

navigational decision-making intraoperatively.  3D imaging offers surgeons a 

preoperative view of a particular patient‘s anatomy, but 3D imaging is still used only 

sparsely in preoperative preparation (surgeons still primarily rely on 2D slices from 

3D data sets).  This is largely due to the inability of current 3D image viewers to 

replicate the approaches, perspectives, and interactions surgeons experience 

intraoperatively.  In this sense, 3D viewers do not offer significantly more than the 

basic structural information surgeons currently obtain from 2D slice images.  

Furthermore, even an ideal image viewer would not allow surgeons to practice the 

difficult physical manipulations that may be required for a particular patient. 

 

 We have now seen five challenges faced by today‘s surgical community: risk 

posed by training inexperienced surgeons, evaluating resident progress, incorporating 

new technologies, re-training experienced surgeons, and a lack of patient-specific 

rehearsal techniques.  Surgical simulation (a term we will use interchangeably with 

―virtual surgery‖) – particularly haptic surgical simulation – offers promising 

solutions to each of these problems. 

Haptic virtual environments will allow residents to train on numerous complete 

procedures before ever entering an operating room, providing a strong command of 

the necessary sensorimotor skills and strong preparation for adverse events.  

Computer-based simulation can offer reliable, repeatable, automated mechanisms for 

evaluating resident progress, which can easily be standardized across institutions.  

New surgical devices and approaches will be incorporated into simulation 

environments before being incorporated into regular clinical use, allowing surgeons a 
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chance to learn and experiment, and to provide feedback to manufacturers to 

iteratively improve devices before high-risk clinical testing even begins.  Surgeons 

will be able to rehearse rarely-performed procedures either regularly (as part of 

continuing medical education requirements) or as needed (immediately before 

performing an unfamiliar procedure).  And finally, surgeons will be able to rehearse a 

procedure on a specific patient‘s anatomy, pathology, and even physiology in 

simulation before seeing that patient in the OR; this will help optimize surgical plans 

and minimize unexpected intraoperative events.  This type of rehearsal environment is 

unlikely to replicate a complete (and lengthy) procedure; the most effective rehearsal 

will likely sit somewhere between complete simulation and interactive visualization. 

 

 And perhaps the most valuable – and most overlooked – possibilities offered 

by virtual surgery are those provided to personnel other than trained surgeons.  For 

example, virtual surgery offers tremendous possibilities to veterinary surgeons, who 

occasionally have to operate on species they have not previously encountered, where 

acquiring a complete knowledge of the relevant anatomy and physiology may not be 

possible in the available time. 

As another example, in times of crisis, it may become necessary for non-

surgeons – e.g. non-surgical physicians, nurses and PA‘s, battlefield personnel, etc. – 

to perform surgery, and simulation offers a rapid and highly focused training 

mechanism. 

Virtual surgery can also offer medical students an opportunity to explore 

different surgical disciplines before committing to a specialty, to evaluate their interest 

and the appropriateness of their skill set or to demonstrate their proficiency to 

residency programs. 

And finally, virtual surgery – though perhaps not in its most realistic form – 

may be an appropriate mechanism for a patient to better inform himself about a 

procedure for which he is preparing or a procedure he has recently undergone.  Most 

patients – even technologically informed patients – experience surgery with only a 

limited amount of understanding about the procedural details.  While some patients 
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may be content with this level of information, many patients (or their families) would 

benefit from a deeper understanding of a procedure that may come from a video-

game-like simulation environment. 

 

Despite the numerous motivations provided above for incorporating surgical 

simulation into standard medical practice, and despite the commercial availability of 

several simulators (e.g. [182], [36], [87], [183], [191], [213]), many of which have 

undergone successful validation studies (e.g. [53], [215], [161], [146], [207], [12]), 

virtual surgery has yet to become a part of the medical mainstream. 

This is due in large part to the limited realism of simulation environments, 

which often restricts successful simulation-based learning to basic skills training that 

does not depend on graphical realism or even a medical context for the virtual 

environment.  Training for basic sensorimotor skills in laparoscopy, abstracted away 

from whole-procedure simulation, has thus been particularly successful [215]. 

In order for surgical simulation to develop into a core component of medical 

practice and offer the full complement of benefits outlined above, further basic 

research is required in the areas of graphic and haptic rendering techniques, 

assessment mechanisms for rendering accuracy and simulator validity, automated 

evaluation mechanisms, computer-assisted pedagogy, user interface design for 

surgical simulators, image processing for data preparation, etc. 

This thesis addresses several of these issues in the context of developing a 

simulation environment for surgical procedures of the temporal bone (Figure 2) and 

mandible.  The design of this environment proceeded in close collaboration with 

surgeons, and the sections of this thesis address individual problems or opportunities 

that arose during this development process. 
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Figure 2.  Lifelike and anatomically-accurate illustration of the location of the temporal 

bone (red) and mandible (green). 

1.1 Contributions 

This dissertation presents the details of our surgical simulation environment, and a 

series of technical advances that were made in the process of developing this 

environment.  The key contributions of this thesis are: 

 

Algorithms and rendering techniques for haptic surgical simulation: We present 

the haptic rendering techniques used in our surgical simulator (Section 3), which are 

applicable to a variety of surgical specialties and non-medical haptic applications.  We 

also present a series of algorithms and data structures that are used in processing and 

preparing the data used in our simulator (Sections 5 and 6), presented in a general 

context that is not restricted to their application to virtual surgery.  Additionally, we 

present mechanisms for comparing force trajectories (Section 4) and haptic rendering 

algorithms (Section 7) that will enable a variety of haptics and psychophysical 

experiments.  The common threads among the presented techniques are (a) replicating 

and assessing the sensory feedback required for effective surgical training and (b) 

data-driven methods for simulation and haptic rendering. 

 

Experiments and experimental results: We present two experiments involving 

human subjects.  The first (Section 3) demonstrates the construct validity of our 

simulation environment and will serve as a template for future construct validity 

experiments.  The second (Section 4) demonstrates the utility of haptic feedback in 

teaching force patterns, and introduces novel analysis techniques that will generalize 

to other learning and psychophysics experiments.  We further present computational 

experiments evaluating algorithmic performance and accuracy in Section 5, Section 6, 

and Section 7. 

 

Software: The work presented in this thesis has generated a body of software that will 

contribute to the haptics and medical simulation communities.  The simulation 
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environment presented in Section 3 is currently in use in the Department of Head and 

Neck Surgery at Stanford and will continue to be a testbed for surgical simulation 

experiments.  The software packages, code, and/or data presented in each of the other 

sections are available online; links are provided as each software component is 

discussed. 

 

1.2 Dissertation Roadmap 

The remainder of this dissertation is organized as follows: 

 

In Section 2, we discuss related literature, including work on virtual surgery, haptic 

rendering, and physical simulation. 

 

Section 3 describes our surgical simulation environment in detail, with a particular 

emphasis on haptic rendering techniques and the replication of relevant sources of 

intraoperative feedback. 

 

Section 4 presents an experiment conducted to evaluate the possibility of teaching 

sequences of forces using haptic feedback.  This section discusses experimental 

design, analysis techniques, and experimental results.  Results indicate that haptic 

feedback can enhance learning when coupled with visual feedback. 

 

Section 5 presents techniques for mesh generation, calibration to a finite element 

reference model, and interactive simulation.  These techniques are presented in the 

context of a processing pipeline for preparing and interactively simulating deformable 

objects. 

 

Section 6 presents three algorithms and data structures that contributed to the work 

presented in Section 3, Section 4, and Section 5.  In particular, this section discusses 
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techniques for distance field generation, data logging for performance-sensitive 

multithreaded applications, and haptic curve constraints. 

 

Section 7 presents techniques for evaluating the realism of haptic rendering 

algorithms; forces generates by a haptic rendering system are compared with ground 

truth data. 

 

Section 8 concludes with lessons learned from our experiments in surgical simulation 

and discusses future work in some of the areas discussed throughout the thesis. 
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2 Related Work 

This section provides an overview of related literature, particularly focusing on 

projects related to virtual surgery.  More detailed discussions of related work are 

included in each subsequent section, placed specifically in the context of the work 

presented in that section. 

 

2.1 Haptics for Virtual Surgery 

Before embarking on the development of a haptic simulation environment, it is 

relevant to ask whether haptic feedback is relevant to surgery at all.  Recent studies 

have begun to explore this question in physical models of surgical environments.  

Wagner et al [206] asked subjects to dissect a physical model of an artery with and 

without force feedback, and found that force feedback significantly reduced the 

number of errors and the overall level of applied force.  Tholey et al ([200], [85]) 

asked subjects to perform a soft-tissue identification task in a physical model, and 

found that haptic feedback significantly enhanced subjects‘ ability to distinguish 

among tissue types.  Kazi ([94]) found that force feedback reduces applied forces in a 

catheter insertion task.  These results confirm the intuition that haptic feedback is 

critical to the fine dexterous manipulation required for surgery.  The recent adoption 

of robotic platforms – which currently lack force feedback – will offer a future testing 

ground for the role of haptics as force-feedback capabilities are added to surgical 

robots. 
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 The apparent utility of haptics in surgery suggests that effective surgical 

simulators will also include haptic feedback.  Thus numerous surgical simulation 

environments have included haptics.  Laparoscopic surgery has been a particularly 

appealing target for simulation-based learning, given the difficult learning curve for 

laparoscopic instruments and the reproducibility of the intraoperative field of view; 

environments for training laparoscopic skills constitute the bulk of simulators 

developed to date.  Webster et al [209] present a haptic simulation environment for 

laparoscopic cholecystectomy, and Montgomery et al [124] present a simulation 

environment for laparoscopic hysteroscopy; both projects focus on haptic interaction 

with deformable tissue.  Cotin et al [43] present a haptic simulator for interventional 

cardiology procedures, incorporating blood flow models and models of 

cardiopulmonary physiology.  De et al [49] apply the method of finite spheres to a 

haptic simulator for laparoscopic GI surgery. 

 Several commercial simulators also include haptic feedback.  For many of 

these products, initial validation studies have been performed to evaluate the efficacy 

of haptic simulation as a training technique.  Wong et al [212] evaluated the construct 

validity of the Endovascular AccuTouch system (Immersion Medical) for pacemaker 

implantation simulation; this study differentiated participants according to their 

surgical experience level (similar in scope to the study presented in Section 3 of this 

dissertation).   Engum et al [54] explored the training benefits of the CathSim 

simulator for intravenous catheterization, and found similar skill demonstration in 

participants trained using traditional methods and those using the simulator; in several 

methodological aspects of the task (e.g. documentation), the non-simulator group was 

found to be superior.  Grantcharov et al [68] confirmed the construct validity (ability 

to differentiate users according to experience level) of the GI Mentor II system 

(Simbionix Ltd.), a haptic simulator for GI endoscopy.  Similarly, McDougall et al 

[114] confirmed that construct validity of the LAPMentor system (Simbionix Ltd.), a 

haptic trainer for basic laparoscopic skills. 
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2.2 Related Simulation Environments 

This dissertation focuses on our environment for simulating bone surgery, so we will 

elaborate specifically on simulation work in this area. 

 

 Several groups have developed simulators for temporal bone surgery, though 

none have previously demonstrated construct validity and none have been formally 

incorporated into surgical training programs.  Bryan et al [34] present a visuohaptic 

environment for simulating temporal bone surgery, and the developers of this project 

are currently assembling a multi-institution study to validate and disseminate their 

work [84]. 

 Agus, Prelstaff, Giachetti et al present a series of papers describing their 

simulation environment for virtual temporal bone surgery ([9], [8], [10], [7], [6]).  

They provide further detail on their particle model for simulating bone dust [63], their 

approach to haptic rendering [5], and their approach to volume rendering [11].  They 

present a related series of psychophysical experiments on haptic contrast sensitivity 

and users‘ abilities to differentiate bone tissue types in their simulator in [30].  Also, 

the same group presents an experimental approach to tuning the haptic feedback in 

their environment [4]. 

Pflesser, Petersik et al report on an environment for virtual temporal bone 

surgery ([152], [151], [153], [155]), focusing on haptic rendering and their adaptation 

of the Voxel-Point-Shell method [116] to bone surgery. 

 

 Previous work on simulating craniofacial surgery has focused largely on soft-

tissue modeling for predicting post-operative facial appearance.  The general paradigm 

is to acquire a pre-operative model of a patient‘s soft tissue via image segmentation or 

range scans, and couple that to a pre-operative model of the same patient‘s bone 

structure acquired via MR or CT.  The bone model is then manipulated interactively 

by a surgeon, and the system attempts to use soft-tissue deformation simulation (not 

generally in real time) to predict facial tissue movement and post-operative 

appearance.  Keeve et al [96] introduce this approach using laser range scans and use 



 12 

the finite element method to compute deformation; a similar FEM-based approach is 

used by Berti et al [21].  Teschner et al ([198], [196], [197]) also use range scans as 

preoperative data, and use an optimization approach to model deformation via a mass-

spring system. 

 Several previous projects have also been targeted at developing an interactive 

environment for manipulating bone fragments.  Berti et al [21] allow the user to 

explicitly specify polygonal cut surfaces and provide visualization tools to assist in 

visualizing those cuts.  Everett et al [56] provide interactive collision detection during 

the manipulation of bone fragments, and incorporate cephalometric labeling into their 

environment.  Pintilie et al [157] focus on resampling, refining, and re-meshing a 

surface mesh to implement a cutting operation using a scalpel-like tool on the surface 

of a bone model. 

2.3 Evaluating Simulation Environments 

As surgical simulation environments mature and enter the medical mainstream, formal 

evaluation and validation will become critical aspects of simulator development, 

clinical approval, and marketing.  Thus Section 3 of this thesis evaluates the construct 

validity of our simulation environment.  Here we will review the recent trend in the 

simulation community toward evaluation studies.  Several such studies – focusing on 

commercial simulation environments that include haptics – were also discussed above 

in Section 2.1. 

 Additionally, Youngblood et al [215] compared computer-simulation-based 

training to traditional ―box‖ (mechanical simulator) training for basic laparoscopic 

skills, and found that trainees who trained on the computer-based simulator performed 

better on subsequent porcine surgery.  Hariri et al [75] evaluated a simulation 

environment not for its ability to teach surgical skills, but for its ability to teach 

shoulder anatomy, and found it to be superior to textbook-based training.  Srivastava 

et al [185] confirmed the construct validity of a simulator for arthroscopic procedures, 

and Van Sickle et al [204] confirmed the construct validity of the ProMIS simulator 

for basic laparoscopic skills.  Seymour et al [180] and Grantcharov et al [69] both 
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evaluated the transference of laparoscopic skills for minimally-invasive 

cholecystectomy from a simulator to a clinical OR, and found a significant benefit 

from virtual training in terms of time, error rates, and economy of movement.  Haluck 

et al [73] address the validity of the Endotower (Verefi Technologies, Inc.), a 

simulator for laparoscopic endoscopy. 

2.4 Physical Simulation for Virtual Surgery 

The most challenging technical problem in simulating most surgical procedures is the 

computation of deformation from forces.  This poses the hardest case of the physical 

deformation problem, requiring both realism (materials must behave like the physical 

objects they‘re representing) and interactivity (deformation must be computed at rates 

sufficient for graphic – and in some cases haptic – rendering).  This dissertation 

addresses this problem in Section 5, using optimization techniques to extract 

maximally realistic behavior from interactive simulation techniques. 

A significant amount of work has been done on physical simulation of 

deformable materials for computer graphics, but these problems are rarely subject to 

interactivity constraints and can generally be manually calibrated to express a range of 

desired material properties.  Gibson and Mirtich [64] provide a comprehensive review 

of the fundamental techniques in this field; this section will specifically discuss the 

application of physical simulation techniques to interactive deformation for virtual 

surgery. 

Early simulation environments (e.g. [123], [33]) generally employed the 

network of masses and springs to model deformation.  This approach is extremely fast, 

has extensively-studied stability properties, parallelizes extremely well, handles 

topology changes trivially, and is intuitive to code and extend.  Unfortunately, mass-

spring systems are not calibrated in terms of intuitive physical parameters, do not 

generally provide volume-preserving properties, are subject to instabilities when 

integrated explicitly, and do not generally provide physically-accurate behavior.  Later 

work coupled traditional mass-spring systems with implicit solvers to improve 

stability and accuracy ([210], [209]). 
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More recent medical simulation environments have incorporated finite-element 

modeling, which provides significantly more accuracy than mass-spring systems at the 

expense of computational cost.  Such systems generally incur a particularly high cost 

for topology changes; thus much of the work in this area has focused on building 

interactive finite element simulations that efficiently handle topology changes ([142], 

[105], [20], [121]). 

Additionally, a number of novel deformation models have been developed 

specifically for medical simulation.  Balaniuk and Salisbury present the Long 

Elements Method [15] and the Radial Elements Method [16]; both are constitutive, 

quasi-static methods that provide volume preservation but limit dynamic behavior.  

Cotin et al [44] use the finite element method as a preprocessing step and use a 

simpler elastic model to adjust precomputed force/response functions to interactive 

stimuli.  More recently, the increasing availability of parallel architectures has spurred 

the development of simulation techniques that parallelize more naturally, including 

meshless techniques ([49], [50]) and parallel mass-spring systems ([133], [134]). 

Although there has yet to be a consensus on a ―correct‖ deformation model for 

medical simulation, effective application of any model will require accurate 

descriptions of the tissues represented in the simulation.  Furthermore, a thorough 

evaluation of a deformation model requires ground truth data to which one can 

compare results obtained in simulation.  For both of these reasons, a significant body 

of work has attempted to obtain material properties for physical tissues.  Kerdok et al 

[97] collect strains throughout a deformable body, aiming to establish a standard to 

measure soft-tissue deformation models.  Samani et al [168] measure the ex vivo 

response of tissue samples to applied forces.  Tay et al [194] and Brouwer et al [32] 

perform similar measurements in vivo. 
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3 Visuohaptic Simulation of Bone Surgery 

This section details the simulation environment we have developed for simulating 

bone surgery.  We present relevant simulation techniques and describe the architecture 

that motivates the remainder of the thesis.  A particular emphasis is placed on 

providing the sensory cues that are relevant to surgical training in these disciplines.  

That is, rather than striving primarily for an aesthetic sense of graphical realism, we 

examine the key skills that an ideal simulator would train, and the key sources of 

feedback that are relevant to surgical decision-making.  We then provide appropriate 

representations of those elements in our environment.  These critical aspects of the 

simulation environment have been identified through iterative design and prototyping 

in close collaboration with surgeons at Stanford. 

 This work has not yet been validated in a clinical setting; a clinical trial is 

beyond the scope of this thesis.  However, the surgical simulation community defines 

several levels of preclinical validity, and we present an experiment here that assesses 

the construct validity of our environment.  We demonstrate with statistical 

significance that surgeons perform better in our environment than non-surgeons 

(Section 3.3). 

 At the time of publication of this thesis, the environment described here has 

been installed in the resident training facility in the Department of Head and Neck 

Surgery at Stanford, and is being used regularly by surgeons to iteratively improve the 

environment.  Our goal is to integrate it into the resident training program in the 

coming months. 
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 Work described in this section has been published in [128], [126], and [127].  

The environment presented here was also used as the infrastructure for the work 

presented in [179], [178], [177], and [176]. 

 

 

 

 

We present techniques for the visual and haptic simulation of bone surgery, with a 

specific focus on procedures involving the temporal bone and the mandible.  We 

discuss our approaches to graphic and haptic rendering and interactive modification of 

volumetric data, specifically focusing on generating force-feedback effects that are 

relevant to bone drilling.  We then discuss how our rendering primitives and 

simulation architecture can be used to build surgical training techniques that are not 

available in traditional cadaver-based training labs, offering new possibilities for 

surgical education.  In particular, we discuss the automatic computation of 

performance metrics that can provide real-time feedback about a trainee‘s 

performance in our simulator.  We also present results from an experimental study 

evaluating the construct validity of our simulation and the validity of our performance 

metrics. 

 

3.1 Introduction 

Surgical training has traditionally revolved around an apprenticeship model: residents 

observe experienced surgeons in the operating room, and eventually are deemed ready 

to perform their first procedure [67].  In recent years, simulation-based training has 

emerged as a potential adjunct to this method, and the value of simulation-based 

learning has been more widely accepted [74].  Simulation can be a safe, cost-effective, 

customizable, and easily-accessible tool for gaining experience in surgery. 

This section will present methods for simulating surgeries involving bone 

manipulation, with a specific focus on two categories of procedures: temporal bone 
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surgery and mandibular surgery.  Section 3.1 will provide relevant clinical background 

on the target procedures.  Section 3.2 will describe the algorithms and data structures 

used for interactive haptic and graphic rendering, specifically targeted toward 

providing key sources of intraoperative feedback for surgical interaction with bones.  

Section 3.3 will present the results of a study which evaluates the construct validity of 

our system (its ability to discriminate expert surgeons from novices).   Section 3.4 will 

describe features of our simulation environment that do not exist in traditional, 

cadaver-based training labs.  Section 3.5 will discuss our approach to automatically 

evaluating a trainee‘s performance in our environment. 

We begin with a brief description of the relevant surgical procedures. 

 

3.1.1 Temporal Bone Surgery 

Several common otologic surgical procedures – including mastoidectomy, acoustic 

neuroma resection, and cochlear implantation – involve drilling within the temporal 

bone to access critical anatomy within the middle ear, inner ear, and skull base.  As 

computer simulation is becoming a more frequently used technique in surgical training 

and planning, this class of procedures has emerged as a strong candidate for 

simulation-based learning. 

The time spent on a procedure in this area is typically dominated by bone 

removal, which is performed with a series of burrs (rotary drill heads) of varying sizes 

and surface properties (Figure 3).  Larger burrs are generally used for gross bone 

removal in the early part of a procedure, while smaller burrs are used for finer work in 

the vicinity of target anatomy.  Surgeons employ a variety of strokes and contact 

techniques to precisely control bone removal while minimizing the risk of vibration 

and uncontrolled drill motion that could jeopardize critical structures. 

 



 18 

 

Figure 3. A typical surgical drill with an assortment of drilling burrs. 

 

3.1.2 Mandibular Surgery 

Incorrect alignment of the jaws – due to congenital malformation, trauma, or disease – 

can result in cosmetic deformation and problems with chewing and/or breathing.  

Orthognathic surgeries correct such problems, typically by inducing a fracture in one 

or both jaws (generally using a bone saw), displacing the fractured components into an 

anatomically preferable configuration, and installing bone screws and/or metal plates 

to fix the bone segments in their new positions. 

This approach is often prohibited by the severity of the deformation, the size of 

the separation that would be required after fracture, or the sensitivity of the 

surrounding soft tissue.  In these cases, distraction osteogenesis is often employed as 

an alternative.  Here a similar procedure is performed, by which only a minor 

separation is created intraoperatively.  Instead of spanning the gap with a rigid plate, 

an adjustable distractor is fixed to the bone on both sides of the gap.  The distractor 

can be used to gradually widen the fracture over a period of several weeks, allowing 

accommodation in the surrounding tissue and allowing the bone to heal naturally 

across the fracture. 

These procedures are likely to benefit from surgical simulation for several 

reasons.  The complex, patient-specific planning process and the significant anatomic 

variation from case to case suggests that an end-to-end simulator will assist physicians 

in preparing for specific cases.  Furthermore, distraction procedures have been 

introduced to the craniofacial surgical community only within the last ten to fifteen 

years, and an effective simulator will significantly aid in the training and re-training of 
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this new class of procedures, and with the exploration of alternative techniques for 

effective surgeries. 

3.1.3 Current Training Techniques 

Resident training in otologic surgery typically includes dissection of preserved human 

temporal bones. This allows residents to become acquainted with the mechanical 

aspects of drilling, but does not incorporate physiological information, continuous 

feedback for hazard avoidance, or soft tissue work.  Temporal bone labs are also 

costly to maintain, and cadaver specimens can be difficult to obtain in sufficient 

quantity.  This approach also limits the precision with which an instructor can monitor 

a trainee‘s drilling performance, as the instructor cannot feel the fine details of the 

trainee‘s interaction with the bone surface, and cannot easily share the drill and bone 

surface for demonstration.  A further limitation of cadaver-based training is that 

instructors have little or no mechanism for controlling anatomic variations or the 

presence of specific pathology that can lead to challenging training scenarios.  

Interactive atlases such as [79] are available for training regional anatomy. Two-

dimensional simulations [26] are available for high-level procedure training. 

Surgical training in craniofacial surgery typically does not include cadaver-

based procedures.  Most residents learn anatomy primarily from textbooks and 

models; surgical technique is learned through apprenticeship and procedure 

observation. 

3.1.4 Previous Work 

Previous work in interactive simulation of temporal bone surgery ([7], [34], [155]) has 

focused primarily on haptic rendering of volumetric data. Agus et al [7] have 

developed an analytical model of bone erosion as a function of applied drilling force 

and rotational velocity, which they have verified with experimental data [4].  Pflesser 

et al [155] model a drilling instrument as a point cloud, and use a modified version of 

the Voxmap-Pointshell algorithm [160] to sample the surface of the drill and generate 

appropriate forces at each sampled point. Each of these projects has incorporated 
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haptic feedback into volumetric simulation environments that make use of CT and MR 

data and use volume-rendering techniques for graphical display. 

Agus et al [7] describe several enhancements to their simulation environment 

that incorporate additional skills, including the use of irrigation and suction; and 

additional sources of intraoperative feedback, including real-time rendering of bone 

dust. 

Additional work has focused on non-interactive simulation of craniofacial 

surgery for planning and outcome prediction ([95], [101], [170]).  [126] discusses 

preliminary work on interactive simulation of craniofacial surgery, and [65] presents a 

simulation architecture for arthroscopic procedures. 

3.2 Simulation and rendering 

The goal of our simulation is high-fidelity presentation of the visual and haptic cues 

that are present in a surgical environment.  This section will discuss our overall 

rendering scheme, and will focus on how we present the specific cues that are relevant 

to surgical training. 

3.2.1 Data Sources and Preprocessing 

Models are loaded from full-head or temporal bone CT data sets, thresholded to isolate 

bone regions, and resampled to produce isotropic voxels, 0.5mm on a side.  Using a 

standard resampled resolution allows us to calibrate our rendering approaches 

independently of the image sources used for a particular simulation case. 

3.2.2 Hybrid Data Structure Generation 

In order to leverage previous work in haptic rendering of volumetric data [153] while 

still maintaining the benefits of surface rendering in terms of hardware acceleration 

and visual effects, we maintain a hybrid data structure in which volumetric data are 

used for haptic rendering and traditional triangle arrays are used for graphic rendering. 

In order to simplify and accelerate the process of updating our polygonal data when 

the bone is modified, we build a new surface mesh – in which vertices correspond 

directly to bone voxels – rather than using the original isosurface mesh. 
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The voxel array representing the bone model is loaded into our simulation 

environment, and a polygonal surface mesh is generated to enclose the voxel grid. 

This is accomplished by exhaustively triangulating the voxels on the surface of the 

bone region, i.e.: 

 
for each voxel v1 

if v1 is on the bone surface 

  for each of v1‟s neighbors v2 

  if v2 is on the bone surface 

    for each of v2‟s neighbors v3 

    if v3 is on the bone surface 

      generate vertices representing v1,v2,v3 

      generate a triangle t(v1,v2,v3) 

      orient t away from the bone surface 

 
Here being ‗on the bone surface‘ is defined as having non-zero bone density and 

having at least one neighbor that has no bone density. Although this generates a 

significant number of triangles (on the order of 200,000 for a typical full-head CT data 

set), we use several techniques to minimize the number of triangles that are generated 

and/or rendered. To avoid generating duplicate triangles, each voxel is assigned an 

index before tessellation, and triangles are rejected if they do not appear in sorted 

order.  A second pass over the mesh uses the observations presented in [28] to 

eliminate subsurface triangles that will not be visible from outside the mesh. 

Voxels are stored in a compact, in-memory hash table, which is indexed by three-

dimensional grid coordinates.  This allows very rapid point/volume collision-detection 

without excessive memory requirements. 

Secondary data structures map each voxel to its corresponding vertex index, 

and each vertex index to the set of triangles that contain it.  This allows rapid access to 

graphic rendering elements (vertices and triangles) given a modified bone voxel, 

which is critical for shading vertices based on voxel density and for re-triangulation 

when voxels are removed (see Section 3.2.4).  Figure 4 summarizes the relevant data 

structures. 
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Voxel array 
hash table 
Maps (i,j,k)  
voxel pointers 

Voxel 
struct 
Contains vertex 
index and density 
information. 

Vertex array 
openGL array 
Contains vertex 
positions, 
normals, colors 

Index map 
hash table 
Maps a vertex index 
 
All containing triangles 

Triangle array 
openGL array 
Contains vertex indices 
defining each triangle 

 

Figure 4. A summary of the structures binding our volumetric (haptic) and surface 

(graphic) rendering data.  When voxels are removed or modified, the corresponding 

vertices and triangles can be accessed from the (i,j,k) voxel index in approximately 

constant time. 

 

3.2.3 Haptic Rendering 

Virtual instruments are controlled using a SensAble Phantom [110] haptic feedback 

device, which provides three-degree-of-freedom force-feedback and six-degree-of-

freedom positional input.  Users can select from a variety of drills, including diamond 

and cutting burrs ranging from one to seven millimeters in diameter.  We will first 

discuss our approach to gross force-feedback, then we will present our methods for 

providing specific haptic cues that are relevant to surgical training. 

 

3.2.3.4  Gross Feedback: Volume Sampling 

We initially adopted a haptic feedback approach similar to [153], in which the drill is 

represented as a cloud of sample points, distributed approximately uniformly around 

the surface of a spherical burr.  At each time step, each sample point is tested for 

contact with bone tissue.  By tracing a ray from each immersed sample point toward 

the center of the tool, the system can generate a contact force that acts to move that 

sample point out of the bone volume (Figure 5a). 
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(a) (b) 

 

Figure 5. Contrasting approaches to haptic rendering of drill/bone interaction.  (a) The 

ray-tracing approach.  Red points are surface samples on the surface of a spherical drill. 

Each sample contributes a vector to the overall force that points toward the tool center 

and is proportional to the penetration of the sample.  Voxels labeled in purple would be 

missed by the raytracing algorithm, thus creating uneven bone removal. (b) Our volume-

sampling approach.  Here, the full volume of the drill is sampled, and each point that is 

found to be immersed in the bone volume contributes a vector to the overall force that 

points toward the center of the tool but is of unit length. 

 

We found that this approach worked well overall, as reported by [153], but had 

several undesirable artifacts.  Due to sampling effects (Figure 5a), this approach 

produced uneven voxel removal at high resolutions, creating unrealistic bone removal 

patterns that depended on surface sampling.  Furthermore, floating-point computations 

are required to find the intersection points at which rays enter and leave voxels.  Since 

sampling density is limited by the number of samples that can be processed in a haptic 

timestep (approximately one millisecond), extensive floating-point computation limits 

the potential sampling density.  This sparse sampling limits the effective stiffness of 

the simulation (which depends on rapid and accurate computation of penetration 

volume), which disrupts the illusion of contact with a highly rigid object.  

Furthermore, this sparse sampling limits the implementation of higher-level effects – 

such as bone modification that is dependent on the precise sub-parts of the drill that 

are used to contact the bone.  These drawbacks motivate an approach that uses a 

higher ratio of integer to floating-point computation and allows a higher sampling 

density.  
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We thus take a more exhaustive approach to sampling the tool for haptic 

feedback and bone density reduction.  The tool itself it discretized into a voxel grid 

(generally at a finer resolution than the bone grid), and a preprocessing step computes 

an occupancy map for the tool‘s voxel array.  At each interactive timestep, each of the 

volume samples in the tool is checked for intersection with the bone volume (a 

constant-time, integer-based operation, using the hash table described in Section 

3.2.2).  A sample point that is found to lie inside a bone voxel generates a unit-length 

contribution to the overall haptic force vector that tends to push this sample point 

toward the tool center, which – with adequate stiffness – is always outside the bone 

volume) (Figure 5b).  Thus overall penetration depth is computed based on the number 

of immersed sample points, rather than on the results of a per-sample ray-trace. 

The overall force generated by our approach is thus oriented along a vector that 

is the sum of the ―contributions‖ from individual volume sample points.  The 

magnitude of this force increases with the number of sample points found to be 

immersed in the bone volume. 

3.2.3.5  Nonlinear magnitude computation 

Because the drill is densely sampled, a large number of sample points often become 

immersed immediately after the drill surface penetrates the bone volume, which leads 

to instability during low-force contact.  Reducing the overall stiffness leads to ―softer‖ 

haptic feedback that does not accurately represent the stiffness of bone.  We thus 

employ a multi-gain approach, in which the magnitude of haptic feedback is a 

nonlinear function of the number of immersed sample points. 

More specifically, we define two gains, one of which is used when fewer than 

a threshold number of sample points are immersed; the other is used for deeper 

penetrations.  This threshold is set such that the discontinuity in the force function 

occurs shortly after contact is initiated, so no discontinuity is perceived by the user.  

This relationship is summarized in Figure 6.  We find that this approach allows large 

stiffnesses during haptic interaction, while avoiding instability during the ―high-risk‖ 

period immediately following initial penetration. 
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Figure 6. Multi-gain mapping from penetration volume (number of immersed sample 

points) to feedback magnitude. 

 

 Our volume-sampling approach requires sampling a significantly higher 

number of points than the ray-tracing approach, since the complete volume of the burr 

is sampled, instead of just the surface.  However, the operation performed when a tool 

sample is found to lie within the bone volume is a constant-time computation, rather 

than a complex ray-tracing operation.  Overall, we are able to achieve a significantly 

higher stiffness than they ray-tracing approach allows.  We do build on the ray-tracing 

approach for less time-critical tasks, including bone thickness estimation (Section 

3.2.9) and haptic feedback for non-physically-based tools (Section 3.2.5). 

 

3.2.3.6  Modeling Drill Surface Non-uniformity 

Our system also associates a ―drilling power‖ with each sample point based on its 

location within the drill head; each tool voxel that intersects a bone voxel removes an 

amount of bone density that depends on the drilling power of the sample point.  This 

approach allows us to simulate key aspects of drill/bone contact, particularly the fact 

that the equatorial surface of the burr carries a larger linear velocity than the polar 

surface and thus removes more bone per unit of applied force.  Simulating this effect 

is critical for encouraging trainees to use proper drilling technique. 

More precisely, the amount of bone removed per unit time by a given sample 

point is computed as Rbr in the following expression: 
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…where s is the location of this sample point, tc is the location of the tool 

center, d is the axis of the tool handle, and θ is thus the angle between the drill handle 

and (s - tc).  The expression abs(π/2 – θ) is thus the ―latitude‖ of the current sample 

point.  falloff is a constant parameterizing the non-uniformity of the drill surface.  If 

falloff is zero, the pole and the equator of the drill remove bone with equal efficiency.  

Rmax is the maximum rate of bone removal per unit force, and f is the magnitude of 

force currently being applied by the user.  The computation of latitude is summarized 

in Figure 7.  Note that falloff parameters are precomputed for drill samples to avoid 

performing expensive arc-cosine operations hundreds of times per haptic timestep. 

 

 

Primary drill axis (d)
Tool center (tc)

Sample point (s)

(s-tc) )))2/((  



 

 

Figure 7. The computation of the “latitude” of a volume sample point for bone removal 

rate computation. 

 

This approach allows us to encourage proper drilling technique and to model 

critical differences among burr types.  For example, our model captures the fact that 

cutting burrs typically show more dependence on drilling angle than diamond burrs 

do, but have higher overall bone removal rates.  A cutting burr would thus be 

associated with both a higher Rmax and a higher falloff in the above expression. 
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3.2.3.7  Modeling Tangential Forces 

Another property of surgical drills that should be accurately represented in a 

simulation environment is their tendency to drag the user along the surface of the 

bone, due to the contact forces between the teeth of the drilling burr and the bone 

(Figure 8).  Stroking the drill on the bone surface in a direction that allows these forces 

to oppose a surgeon‘s hand motion permits the surgeon to control the velocity of the 

drill.  Stroking the drill such that these forces complement the surgeon‘s hand motion 

causes the drill to catch its teeth on the bone and rapidly ―run‖ in the direction of 

movement, which can be extremely dangerous.  Simulating this effect is thus critical 

to training correct drilling technique. 

 

drill rotation

bone model

tangential force

 

 

Figure 8.  A spinning, burred drill creates a tangential force that propels the drill along 

the bone surface. 

 

Modeling the contact forces between the individual teeth in the drill‘s 

geometry and the bone surface would be computationally expensive, so we again 

employ our dense sampling approach to approximate tangential drill forces during the 

computation of penalty forces. 

Each sample that is found to be immersed in the bone (i.e. the red samples in 

Figure 5a) computes its own tangential force vector, according to: 
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 …where ftan is the tangential force created by this sample, p is the position of this 

sample, sc is the center of the ―slice‖ of the drill in which this sample lies (the sample 

position projected onto the drill axis), and d is the primary axis of the drill (and thus 

the axis of rotation), as shown in Figure 7.  

The vector (p – sc) is a vector from the tool axis to this sample point, an 

approximation of the local surface normal (the true surface normal is generally 

unknown, since most samples are not on the surface of the model and thus don‘t have 

defined normals).  The drill axis vector is normalized to unit length, and the magnitude 

of the vector (p – sc) indicates its distance from the tool axis and thus its linear 

velocity (since the drill spins at constant rotational velocity, samples farther from the 

axis of rotation carry larger linear velocity than close near the axis of rotation).  The 

cross-product (p – sc)  d is thus scaled according to sample velocity, and is 

perpendicular to both the drill‘s axis and the approximate surface normal. 

Summing these vectors over all samples that are found to lie on the bone 

creates a net force that simulates the interaction between the teeth of the drill and the 

bone surface.  Scaling this vector by -1 is equivalent to reversing the ―handedness‖ of 

the drill. 

3.2.3.8  Modeling Drill Vibration using Recorded Data 

Another key aspect of the haptic sensation associated with drilling is the vibration of 

the instrument, which varies with applied force and with burr type.  In order to 

generate realistic drill vibration frequencies, we outfitted a physical drill with an 

accelerometer and collected vibration data at a variety of applied drilling forces.  

These data are summarized in Figure 9.  The key spectral peaks were identified for 

each burr type and used to synthesize vibrations during the simulation.  Since we are 

driving our haptic feedback device at approximately 1.5 kHz, we are unable to 

preserve the highest-frequency vibrations identified in these experimental recordings.  

However, we are able to preserve the lower-frequency harmonics and the variations in 

vibration associated with changes in burr type and/or changes in applied drilling force. 

dscpf  )(tan
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Figure 9.  A spectral representation of drill vibration, collected from cutting (top row) 

and diamond (bottom row) drilling burrs, when in contact with bone and when powered 

but held away from the bone surface.  The frequencies of the largest peaks are 

highlighted.  The sharp spectral peaks make this data suitable for real-time vibration 

synthesis. 

 

3.2.4 Data Manipulation 

When bone voxels are removed from our environment, our hybrid data structure 

requires that the area around the removed bone be retessellated.  Consequently, bone 

voxels are queued by our haptic rendering thread as they are removed, and the graphic 

rendering thread retessellates the region around each voxel pulled from this queue.  

That is, for each removed voxel, we see which of its neighbors have been ―revealed‖ 

and create triangles that contain the centers of these new voxels as vertices.  

Specifically, for each removed voxel v, we perform the following steps: 

 
for each voxel v‟ that is adjacent to v 

  if v‟ is on the bone surface 

    if a vertex has not already been created 

    to represented v‟ 
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      create a vertex representing v‟ 

      compute the surface gradient at v‟ 

    queue v‟ for triangle creation 

 

for each queued voxel v‟ 

  generate triangles adjacent to v‟ (see below) 
 

Once again, a voxel that is ―on the bone surface‖ has a non-zero bone density 

and has at least one neighboring voxel that contains no bone density.  When all local 

voxels have been tested for visibility (i.e. when the first loop is complete in the above 

pseudocode), all new vertices are fed to a triangle generation routine.  This routine 

finds new triangles that can be constructed from new vertices and their neighbors, 

orients those triangles to match the vertices‘ surface normals, and copies visible 

triangles to the ―visible triangle array‖ (see Section 3.2.7).  The reason for ―queuing 

triangles for triangle creation‖ is that the generation of triangles – performed in the 

second loop above – depends on knowing which local voxels are visible, which is only 

known after the completion of the first loop. 

3.2.5 Additional Tools 

An additional bone modification tool allows the introduction of large bone cuts via a 

planar cut tool (see Figure 10).  This tool generates no haptic feedback and is not 

intended to replicate a physical tool.  Rather, it addresses the need of advanced users 

to make rapid cuts for demonstration or for the creation of training scenarios.  Bone 

removal with this tool is implemented by discretizing the planar area – controlled in 

six degrees of freedom – into voxel-sized sample areas, and tracing a ray a small 

distance from each sample along the normal to the plane.  This is similar to the 

approach used in [153] for haptic rendering, but no haptic feedback is generated, and 

each ray is given infinite ―drilling power‖, i.e. all density is removed from any voxels 

through which each ray passes.  The distance traced along each ray is controlled by the 

user. This allows the user to remove a planar or box-shaped region of bone density, 

demonstrated in Figure 10b.   This approach will often generate isolated fragments of 

bone that the user wishes to move or delete.  This operation is discussed in Section 

3.2.6. 
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Figure 10.  The use of the cut-plane tool and the independent manipulation of 

discontinuous bone regions.  (a) The cut-plane tool is used to geometrically specify a set 

of voxels to remove.  (b) The volume after voxel removal.  (c) The flood-filling thread has 

recognized the discontinuity, and the bone segments can now be manipulated 

independently. 

 

A final set of tools allows the user to manipulate rigid models that can be 

bound to bone objects.  This is particularly relevant for the target craniofacial 

procedures, which center around rigidly affixing metal plates to the patient‘s anatomy.  

We thus provide models of several distractors and/or industry-standard bone plates (it 

is straightforward to add additional models).  The inclusion of these plate models 

allows users to plan and practice plate-insertion operations interactively, using 

industry-standard plates.  Collision detection for haptic feedback is performed using a 

set of sample points, as was the case with drilling tools.  In this case, the sample points 

are generated by sampling 100 vertices of each model and extruding them slightly 

along their normals (because these models tend to be very thin relative to our voxel 

dimensions) (Figure 11a).  For this tool/bone contact, which generally involves objects 

with much larger volumes than the drill tools, we elected to use the ray-tracing 

approach presented in [153].  This approach allows reasonable haptic feedback with 

lower numbers of samples than the volumetric approach we use for our drilling tools 

(Section 3.2.3).  Since there is no well-defined tool center toward which we can trace 

rays for penetration calculation, rays are traced along the model‘s surface normal at 
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each sample point.  At any time, the user can rigidly affix a plate tool to a bone object 

with which it is in contact using a button on the haptic device (Figure 11b,c,d). 

 

(a) (b) (c) (d)
 

Figure 11.  The modeling and attachment of rigid bone plates.  (a) The surface of a bone 

plate after sampling and extrusion.  (b) A bone surface before modification.  (c) The 

same bone surface after drilling, distraction, and plate attachment.  (d) The same bone 

surface after drilling, distraction, and distractor insertion. 

 

3.2.6 Discontinuity Detection 

A critical step in simulating craniofacial procedures is the detection of cuts in the bone 

volume that separate one region of bone from another, thus allowing independent rigid 

transformations to be applied to the isolated bone segments. 

In our environment, a background thread performs a repeated flood-filling 

operation on each bone structure.  A random voxel is selected as a seed point for each 

bone object, and flood-filling proceeds through all voxel neighbors that currently 

contain bone density.  Each voxel maintains a flag indicating whether or not it has 

been reached by the flood-filling operation; at the end of a filling pass, all unmarked 

voxels (which must have become separated from the seed point) are collected and 

moved into a new bone object, along with their corresponding data in the vertex and 

triangle arrays.  Figure 12 summarizes this operation and provides an example. 

 



 33 

 
 

Figure 12.  Discontinuity detection by flood-filling.  The seed voxel is highlighted in red, 

and the shaded (blue) voxels were reached by a flood-filling operation beginning at the 

seed voxel.  These voxels thus continue to be part of the same bone object as the seed 

voxel, while the unshaded voxels on the right have become disconnected and thus are 

used to create a new bone object.  In a subsequent pass through the flood-filling 

algorithm, a third bone object would be created, because the unfilled voxels are further 

fragmented. 

 

Figure 10a and Figure 10c display a bone object that has been cut and the 

subsequent independent movement of the two resulting structures.  Here – for 

demonstration – the cut-plane tool is used to create the fracture; during simulated 

procedures, fractures are generally created by the drilling/sawing tools. 

3.2.7 Graphic Rendering 

To take advantage of the fact that the user does not frequently change the simulation‘s 

viewing perspective, we maintain two triangle arrays, one containing the complete 

tessellation of the current bone volume (the ―complete array‖), and one containing 

only those that are visible from positions close to the current camera position (the 

―visible array‖). The latter array is initialized at startup and is re-initialized any time 

the camera comes to rest after a period of movement. Visible triangles are those with 

at least one vertex whose normal points towards (less than 90 degrees away from) the 

camera.  Because this visibility-testing pass is time-consuming, it is performed in the 

background; the complete array is used for rendering the scene during periods of 

camera movement (when the visible array is considered ‗dirty‘) and during the 

reinitialization of the ‗visible‘ array. 
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As an additional optimization, we use the nvtristrip library [143] to reorder our 

triangle and vertex arrays for optimal rendering performance. We could have further 

reduced rendering time by generating triangle strips from our triangle lists, but this 

would add significant computational complexity to the process of updating the surface 

mesh to reflect changes to the underlying voxel grid. 

3.2.8 Bone Dust Simulation 

We also build on the work presented in [7] to provide a simulation of bone dust 

accumulation, which is particularly critical in otologic procedures.  Bone dust tends to 

accumulate in the drilling area, and must be suctioned off to enhance visibility of the 

bone surface. 

Agus et al [7] simulate the behavior of individual particles of bone dust, 

sampling a subset of the particles in each rendering pass to minimize the 

computational load demanded by the simulation.  Since individual particles of bone 

dust are not generally visible, it is unnecessary to simulate particulate motion.  

Therefore we take an Eulerian approach similar to [186], in which we discretize the 

working region into a three-dimensional hashed grid.  Rather than tracking individual 

particles, we track the density of particles contained in each grid cell.  This allows us 

to simulate the piling of dust particles, particle flow due to gravity, and particle 

movement due to tool contact for all accumulated bone dust, without simulating 

individual particles.  Gravity and tool forces transfer density between neighboring grid 

cells, rather than modifying the velocity of individual particles. 

Each grid cell containing bone dust is rendered as partially-transparent 

OpenGL quad, whose dimensions scale with the density of dust contained in that cell.  

This provides a convincing representation of accumulated particle volume and density, 

and does not require that we render each particle (that is, each quantum of density) 

individually. 

This grid-based approach significantly reduces computation and rendering time 

relative to a particle-based (Lagrangian) approach.  Coupled with the hash table we 

use to minimize memory consumption for the grid, we are able to render large 

quantities of accumulated bone dust without impacting the interactive performance of 
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the application.  Figure 13 shows a volume of accumulated bone dust and the suction 

device used by the trainee to remove it.  The suction device is controlled with an 

additional Phantom haptic interface. 

 

 

Figure 13. Bone dust simulation.  The user has removed a volume of bone, which has 

now accumulated as bone dust.  The physical simulation has allowed the bone dust to fall 

to the bottom of the drilled area.  The user is preparing to remove the bone dust with the 

suction device. 

 

3.2.9 Data-Driven Sound Synthesis 

Sound is a key source of intraoperative feedback, as it provides information about drill 

contact and about the nature of the underlying bone.  We simulate the sound of the 

virtual burr as a series of noisy harmonics, whose frequency modulates with applied 

drilling force.  Building upon the harmonic-based synthesis approach presented in 

[34], we have recorded audio data from cutting and diamond drill burrs applied to 

cadaver temporal bone a under a series of drilling forces, in order to determine the 

appropriate frequencies for synthesized sound, as well as the dependence of this data 
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on drill type and applied drilling force.  Figure 14 summarizes the spectral information 

collected from diamond and cutting burrs. 
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Figure 14.  A spectral representation of audio data collected from diamond (top row) 

and cutting (bottom row) drilling burrs.  Columns represent no bone contact, bone 

contact without significant pressure, and bone contact with a typical drilling pressure 

(applied by an experienced surgeon). The sharp spectral peaks and distinct variation 

among drill types and contact forces make this data suitable for real-time synthesis. 

 

Sound can also be a key indicator of bone thickness intraoperatively; sound 

quality and frequency change significantly as the drill contacts a thin layer of bone, 

providing a warning that the surgeon is approaching sensitive tissue.  In our simulator, 

the pitch of the synthesized sound increases when the drilled area becomes thin.  In 

order to estimate the thickness of bone regions, we used a raytracing algorithm similar 

to that used for haptic rendering in [153].  At each voxel that is determined to be on 

the surface of the bone, the surface gradient is used to approximate the surface normal, 

and a ray is cast into the bone along this normal.  The ray is traced until it emerges 

from the bone volume, and the thickness is estimated as the distance from the ray‘s 

entry point to its exit point.  For sound synthesis, this thickness is averaged over all 

surface voxels with which the drill is in contact.  Below an empirically selected 

thickness threshold, sound frequency increases linearly with decreasing bone 

thickness.  The slope of this relationship is selected so that the key harmonics span the 

same range of frequencies in simulation that they do in our measured data. 
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3.3 Results: Construct Validity 

3.3.1 Experimental Procedure 

The surgical simulation community defines several levels of ―validity‖ – the ability for 

a simulator to mimic the real-world properties of the environment it aims to represent.  

The present study assesses the ―construct validity‖ of our simulation environment: the 

ability to explain subject behavior in simulation with appropriate parameters 

describing subject experience level.  In other words, expert surgeons should perform 

objectively better on a simulated surgical task than novices. 

For the present study, fifteen right-handed participants were asked to perform a 

mastoidectomy (removal of a portion of the temporal bone and exposure of relevant 

anatomy) in our simulator.  Participants included four experienced surgeons, four 

residents in head and neck surgery with surgical experience, and seven novices with 

no surgical experience. 

Participants were presented with a tutorial of the simulator and were given 

fifteen minutes to practice using the haptic devices and the simulator‘s user interface.  

Participants were then presented with an instructional video describing the target 

procedure, and were given access – before and during the procedure – to still images 

indicating the desired appearance of the bone model at various stages in the procedure 

(Figure 15).   Participants were asked to perform the same procedure twice. 
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Figure 15.  Still images presented to experimental participants, indicating the stages of 

the mastoidectomy procedure. 

 

Each participant‘s hand movements, haptic forces, and surgical interactions 

were logged to disk then later rendered to video.  Videos were scored on a scale of 1 to 

5 by an experienced head and neck surgery instructor; the instructor was not aware of 

which videos came from which subjects and viewed them in randomized order.  This 

scoring approach is similar to the approach used to evaluate resident progress in a 

cadaver training lab.  Our hypothesis is that participants with surgical experience 

should receive consistently higher scores than those with no surgical experience. 

Figure 16 shows a summary of the experimental results.  Participants with 

surgical experience received a mean score of 4.06, and novices received a mean score 

of 2.31, a statistically significant difference according to a one-tailed t-test (p < 

0.0001).  This clear difference in performance when operating in our simulator 

demonstrates the construct validity of the system. 
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Figure 16.  Mean scores for simulated mastoidectomies performed by novice participants 

(left) and participants with surgical experience (right).  Error bars indicate 95% 

confidence intervals. 

 

3.4 Novel Training Techniques 

The previous subsections of this section discussed our simulator‘s approach to 

replicating interaction with bones, i.e. replicating the features available in a traditional 

cadaver-based training lab.  The following section discusses our incorporation of 

training features that are not possible in a traditional training lab, and thus demonstrate 

the potential for simulation to not only replicate but also extend existing training 

techniques. 

3.4.1 Haptic Tutoring 

Surgical training is typically focused on visual observation of experienced surgeons 

and verbal descriptions of proper technique; it is impossible for a surgeon to 

physically demonstrate the correct ‗feel‘ of bone manipulation with physical tools.  

With that in mind, we have incorporated a ‗haptic tutoring‘ module into our 

environment, allowing a trainee to experience forces that are the result of a remote 

user‘s interaction with the bone model. 
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Ideally, the trainee would experience both the movements of the instructor‘s 

tool and the force applied to/by the instructor, but it is difficult to control both the 

position and the force at a haptic end-effector without any control of the compliance of 

the user‘s hand.  To address this issue, we bind the position of the trainee‘s tool to that 

of an instructor‘s tool (running on a remote machine) via a low-gain spring, and add 

the resulting forces to a ‗playback‘ of the forces generated at the instructor‘s tool. I.e.: 

 

Ftrainee = Kp(Ptrainee – Pinstructor) + Finstructor 

 

…where Finstructor and Ftrainee are the forces applied to the instructor‘s and trainee‘s 

tools, and Pinstructor and Ptrainee are the position of the instructor‘s and trainee‘s tools. Kp 

is small enough that it does not interfere significantly with the perception of the high-

frequency components transferred from the instructor‘s tool to the trainee‘s tool, but 

large enough that the trainee‘s tool stays in the vicinity of the instructor‘s tool.  In 

practice, the error in this low-gain position controller is still within reasonable visual 

bounds, and the trainee perceives that he is experiencing the same force and position 

trajectory as the instructor. 

We use the same approach and the same force constants for ―haptic playback‖, 

allowing a user to play back force data collected from a previous user‘s run through 

our system.  This has potential value both for allowing trainees to experience the 

precise forces applied during a canonically correct procedure, and for allowing an 

instructor to experience and evaluate the precise forces generate during a trial run by a 

trainee. 

3.4.2 Neurophysiology Console Simulation 

Another goal of our simulation environment is to train the surgical skills required to 

avoid critical and/or sensitive structures when using potentially dangerous tools. The 

inferior alveolar nerve is at particular risk during most of the procedures this 

environment is targeting.  We thus incorporate a virtual nerve monitor that presents 

the user with a representation of the activity of nerve bundles in the vicinity of the 
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procedure (Figure 17a).  Nerves are currently placed explicitly for training scenarios; 

future work will include automatic segmentation of large nerves from image data.  

This approach will also potentially contribute to the simulation-based training 

of a complete surgical team, which typically involves several technicians focused on 

neurophysiology monitoring.  Simulated neural data is streamed out via Ethernet for 

remote monitoring, and can be visualized on a console that is similar to what would be 

available intraoperatively to a technician.  Our system uses the visualization and 

analysis software distributed with the Cerebus neural recording system 

(CyberKinetics, Inc.) (Figure 17b). 

 

(a)

(b)

(a)

(b)

 

Figure 17.  Virtual neurophysiology monitoring.  (a) The user drills near a simulated 

nerve (in blue) and views a real-time simulated neural monitor, which also provides 

auditory feedback.  (b) A remote user visualizes the activity of several simulated nerves, 

observing activity bursts when the user approaches the nerve structures. 

 

3.5 Automated Evaluation and Feedback 

Another exciting possibility for virtual surgery is the use of simulation environments 

to automatically evaluate a trainee‘s progress and provide targeted feedback to help 

improve a user‘s surgical technique.   
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A straightforward approach to evaluating a trainee‘s performance on the 

simulator is determining whether a given objective has been achieved while avoiding 

injury to vulnerable structures (such as nerves, ossicles, or veins).  However, many of 

the finer points of technique that surgeons learn are taught not because failure to 

adhere to them will necessarily result in injury, but because it increases the likelihood 

of injury.  Therefore, it is useful to be able to quantify the risk inherent in the trainee's 

performance.  

This section describes several metrics for evaluating a user‘s bone-drilling 

technique, and our approach to visualizing these metrics.  We also present approaches 

to validating these metrics (confirming that they are medically meaningful) and initial 

validation results. 

3.5.1 Visibility Testing 

One of the most important ways in which risk is minimized in temporal bone surgery 

is by taking care to only remove bone that is within the line of sight, using a 

―saucerizing‖ drilling technique (removing bone so as to create a saucer-shaped cavity 

on the bone surface).  This enables the surgeon to avoid vulnerable structures just 

below the bone surface, using subtle visual cues that indicate their locations.  If 

instead some bone is removed by ―undercutting‖ (drilling beneath a shelf of bone that 

obscures visibility), there is increased risk of structure damage. 

In our environment, as each voxel of bone is removed, the simulator 

determines whether this voxel was visible to the user at the time of removal.  Making 

use of the same ray-tracing techniques that are used for haptic rendering (Section 

3.2.5), a line is traced from the removed voxel to the virtual eye point.  If any voxels 

(other than those currently in contact with the drill) are intersected by this ray, the 

removed voxel is determined to be invisible.  

During or after a virtual procedure, a user can visualize the 

visibility/invisibility of every voxel he removed, to explore the overall safety of his 

technique and find specific problem areas.  Voxels that were visible when removed are 

shown in one color while those that were obscured are rendered in another color 

(Figure 18).  The scene may also be rotated and rendered with only selected structures 
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visible, allowing unobstructed visualization of the locations of the removed voxels and 

their proximities to crucial structures. 

 

Figure 18.  Visualization of removed voxel visibility.  In this simulation, the trainee has 

correctly “saucerized" on the right side, removing only visible bone, while he 

"undercut" on the left side, removing bone that was hidden by other bone.  This 

interactive visualization – in which the bone itself is not rendered – displays the regions 

in which he exercised proper technique (visible voxels in green) and regions in which he 

did not (obscured voxels in red).  Undercutting in close proximity to the sigmoid sinus (in 

blue) was dangerous as he could not see the visual cues indicating the vein's location 

below the bone surface. 

 

Although it makes intuitive sense that voxel visibility should be an appropriate 

metric for evaluating a user‘s performance, it is important to validate this metric – and 

all automatic metrics – against a clinically-standard assessment of user performance.  

In this case, we use the data collected from the user study presented in Section 3.3, 

which includes complete simulated procedures by experts and novices, along with 

scores assigned to each simulated procedure by an experienced surgical instructor.  A 

metric that correlates well to an instructor‘s manually-assigned scores is likely to be an 

effective metric for automatic user evaluation. 

Figure 19 shows the results of correlating computed voxel visibilities to an 

instructor‘s score (on a scale of 1 to 5) for each simulated procedure performed by 
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each of our study participants.  Linear regression shows a correlation coefficient of 

0.68, which is particularly high considering that the manual evaluation was based on a 

wide array of factors, only one of which was voxel visibility.  This approach is 

suitable for assessing the effectiveness of individual metrics, which can be combined 

to form an overall score for a simulated procedure. 
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Figure 19.  Relationship between expert-assigned scores (x axis) and computed voxel 

visibility (y-axis), along with a linear fit (R=0.68, p<0.001).  Each dot represents one pass 

through the simulated procedure by one subject.  The strong correlation supports the 

value of computed visibility as an automatic performance metric. 

 

3.5.2 Learning Safe Forces 

Another component of safe drilling is applying appropriate forces and operating the 

drill at appropriate speeds.  The acceptable range of forces and speeds is closely 

related to the drill‘s distance from vulnerable structures.  However, this function is 

difficult for a human, even an expert surgeon, to precisely quantify.  Therefore, we 

learn maximal safe forces and speeds via statistical analysis of forces, velocities, and 

distances recorded during a run of the simulation by experienced surgeons.  Trainees‘ 
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performance can then be compared to the experts‘ values, and areas in which 

excessive speeds or forces were applied can be visualized and presented to the user. 

For example, Figure 20 shows the force profiles of all expert and novice study 

participants as they approached a critical and sensitive structure, the chorda tympani, a 

branch of the facial nerve.  At the instant that any voxel within 3cm of this structure 

was removed, the user‘s applied force was recorded.  These samples were then sorted 

by distance from the nerve and binned into 0.2cm intervals; the mean value of each 

bin was computed and plotted in Figure 20.  The profiles for experts and novices are 

significantly different, as indicated by the plotted confidence intervals.  Experts clearly 

tend to use lower forces overall in the vicinity of this critical structure, and reduce 

their forces as they approach, a trend not seen in the novice plots. 
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Figure 20.  Forces applied by experts and novices in the vicinity of the chorda tympani (a 

sensitive branch of the facial nerve).  Error bars indicate 95% confidence intervals.  

Experts display a significantly different force profile in this region than novices, as 

experts tend to reduce their applied forces when approaching the nerve. 
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3.5.3 Learning Correct Bone Regions for Removal 

In addition to instantaneous metrics like force and visibility, an instructor evaluating a 

surgical trainee would also evaluate the overall shape of the drilled region after a 

complete procedure, i.e. the set of voxels removed by the trainee. 

To capture this important criterion in a quantitative metric, we use a Naïve 

Bayes approach to categorize ―correct‖ and ―incorrect‖ drilling regions.  We assume 

that voxels from the full voxel mesh are chosen for removal (drilling) according to 

separate distributions for experts and novices.  For each voxel, we compute the 

probability that an expert would remove this voxel and the probability that a novice 

would remove this voxel.  Then for each subject‘s run through a simulated procedure, 

we look at the set of removed voxels and ask ―what was the probability that an expert 

(or novice) performed this procedure?‖, by multiplying together the probabilities of 

each removed voxel.  We then compute the ratio of these cumulative probabilities 

( pexpert and pnovice ) and take the log of that ratio, to compute a scalar value that 

estimates the correctness of the drilled region ( log(pexpert/pnovice) ). 

We would like to show that this is a valid performance metric by correlating it 

with scores assigned by an experienced instructor, as we did in Section 3.5.1.  Figure 

21 shows the result of this analysis, along with a linear regression onto the scores 

assigned by an instructor (R=0.76).  Again, the high correlation suggests that this is a 

valuable component in a suite of individual metrics than can produce an accurate 

estimate of trainee performance. 
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Figure 21.  Relationship between expert-assigned scores (x axis) and estimate of drilled 

region correctness (y-axis), along with a linear fit (R=0.76, p<0.001).  Each dot 

represents one pass through the simulated procedure by one subject.  The strong 

correlation supports the validity of our drilled-region-correctness estimate as an 

automatic performance metric. 

 

3.6 Conclusion and Future Work 

We have described a system for visuohaptic simulation of bone surgery, 

including a volume-sampling algorithm for haptic rendering and a hybrid data 

structure for linking visual and haptic representations of volume data.  We presented 

empirical results evaluating the construct validity of our system, and we presented our 

approach to building task-level scenarios and evaluation mechanisms on top of our 

physical simulation. 

Subsequent work on the simulation environment will focus on incorporating a 

representation of soft tissue simulation into our environment, to enable the 

representation of more complete procedures, including, for example, skin incision and 

tumor resection.  Subsequent work on our automated evaluation techniques will focus 
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on the development of additional automated metrics and the visualization of 

automated metrics. 

Supplemental material for this section, including movies and images of the 

simulation environment, is available at: 

 

http://cs.stanford.edu/~dmorris/projects/bonesim/ 

 

 

http://cs.stanford.edu/~dmorris/projects/bonesim/
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4 Haptic Training Enhances Force Skill 

Learning 

Traditional haptic rendering techniques focus primarily on simulation: a virtual 

environment uses a haptic device to replicate a sensation experienced in the physical 

world.  This is the goal, for example, of the haptic rendering techniques described in 

Section 3.  This approach has been used in most haptic simulation environments 

oriented toward skill training.  This paradigm is analogous to practicing any skill in 

the physical world: a skill is performed repetitively under realistic conditions to 

improve a trainee‘s ability to perform that skill in the future. 

 An alternative paradigm uses a haptic device to present forces that do not 

represent a ―realistic‖ interaction with a simulated environment.  The possibility of 

generating haptic forces other than physical interaction forces appeared intriguing 

during the development of the simulation environment described in Section 3.  In 

particular, haptic feedback offers the possibility of demonstrating manual skills, with 

the user passively receiving information via the haptic device.  However, it was not 

obvious that force-sensitive skills could be learned in this manner, so we chose to 

create an abstract task that would allow us to evaluate the potential for haptic feedback 

to teach force-sensitive motor skills.  This task is the topic of Section 4 of this 

dissertation. 

 The surgical skills required for bone drilling are sensitive to both movement 

(position) and force, and are guided by both visual landmarks and force feedback.  

This section thus presents an experiment in which subjects are taught visually-guided 
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patterns of forces and are asked to recall those forces.  The results indicate that this 

form of training – which we refer to as ―haptic mentoring‖ – can indeed augment 

visual training for the class of skills we examined. 

Related techniques have been implemented in our simulation environment.  

The simulator guides a user through the surgical field, displaying ―correct‖ interaction 

forces (those experienced previously by a trained surgeon).  Data can be played back 

from a file or streamed in real-time from a surgeon using our environment (Section 

3.4.1) (Figure 1).  Future work will assess the utility of this feature in the context of 

surgical training. 

The worked presented here has been submitted as [129]. 

 

 

 

 

This section explores the use of haptic feedback to teach an abstract motor skill that 

requires recalling a sequence of forces.  Participants are guided along a trajectory and 

are asked to learn a sequence of one-dimensional forces via three paradigms: haptic 

training, visual training, or combined visuohaptic training.  The extent of learning is 

measured by accuracy of force recall.  We find that recall following visuohaptic 

training is significantly more accurate than recall following visual or haptic training 

alone.  This suggests that in conjunction with visual feedback, haptic training may be 

an effective tool for teaching sensorimotor skills that have a force-sensitive component 

to them, such as surgery.  We also present a dynamic programming paradigm to align 

and compare spatiotemporal haptic trajectories. 

4.1 Introduction 

Haptic feedback has become an integral component of numerous simulation systems, 

particularly systems designed for teaching surgical skills (e.g. [18], [128], [209]).  

Haptic rendering in nearly all such simulation environments has been designed to 

realistically replicate the real-world forces relevant to a particular task.  Recent results 
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suggest that simulation environments can contribute to users‘ learning of real motor 

skills [215] and to users‘ perception of virtual object shapes [92].  In contrast, Adams 

et al [3] found no significant learning benefit from haptic feedback for a manual 

assembly task, despite an overall benefit from training in a virtual environment. 

Although haptic feedback is often used to replicate real-world interaction 

forces, haptics has the potential to provide cues that are not available in the physical 

world.  In particular, haptic feedback can be used as a channel for presenting motor 

patterns that a user is expected to internalize and later recall.  Feygin et al [58] refer to 

this approach as ―haptic guidance‖, and found that haptic feedback contributes to 

learning spatiotemporal trajectories.  Williams et al [211] employed this technique in a 

medical simulator and also found that it contributed to learning position trajectories.  

Patton and Mussa-Ivaldi [150] employ an implicit version of this technique, allowing 

users to adapt to a movement perturbation in order to teach a motion that is opposite to 

the perturbation.  In contrast, Gillespie et al [66] used a similar approach to teach a 

motor control skill, and found no significant benefit from haptic training, although 

haptic training did affect the strategy that participants used when performing the motor 

skill in the real world. 

However, little work to date has demonstrated the ability of haptic feedback to 

teach a precise sequence of forces that should be applied as a user moves along a 

trajectory in space.  This type of learning is relevant to force-sensitive, visually-guided 

tasks, particularly including numerous surgical procedures ([206], [200]).  Yokokohji 

et al [214] presented forces contrary to a correct level of force for an object-

manipulation task, but found that this approach was ineffective for the task they were 

evaluating.  More recently, Srimathveeravalli and Thenkurussi [184] used haptic 

feedback to teach users to replicate both shape and force patterns, but found 

insignificant benefit of haptic feedback for learning shape patterns, and did not find 

haptic training to be beneficial at all for learning force patterns. 

The present work examines a task in which the participants‘ goal was to learn 

and recall a pattern of forces along a single axis.  In this context, we demonstrate that 
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haptic feedback is beneficial for learning a series of forces along a movement 

trajectory. 

4.2 Methods 

We describe an experiment that assesses the impact of haptic training on participants‘ 

ability to learn a sequence of forces.  Participants were presented with sequences of 

forces via three training modalities – visual, haptic, and combined visuohaptic – and 

were asked to recall those forces.  While learning and recalling forces, participants 

were passively moved along a spatial trajectory, which was also presented visually.  

The participants used this trajectory as position references for force patterns.  A more 

detailed description of this experiment follows. 

4.2.1 Participants 

Twelve right-handed participants, nine male and three female, aged 19 to 21, took part 

in the present study.  All were undergraduate students.  None had previous experience 

with haptic devices.  Participants were compensated with a $5 gift certificate, and an 

additional $10 gift certificate was offered to the three participants with the highest 

overall score (across all conditions) as incentive.  Written consent was obtained from 

all participants; the consent form was approved by the Stanford University 

Institutional Review Board. 

4.2.2 Apparatus 

Visual information was presented on a 19‖ LCD monitor placed approximately 2.5‘ 

from the user.  Haptic feedback was presented via an Omega 3-DOF force-feedback 

device (Force Dimension, Lausanne, Switzerland), resting on a table in front of the 

monitor.  This device was selected because it was able to deliver the sustained forces 

required for this experiment (up to 8N for up to twenty seconds), which other 

commercially-available haptic devices could not.  Participants were able to rest their 

elbow on a table.  Software was run on a dual-CPU 2GHz Pentium 4 computer 

running Windows XP, and was developed in C++ using the CHAI toolkit [42].  The 
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software used for this experiment has been made available online; see Appendix A for 

download information.  

4.2.3 Stimuli 

The following axis convention was used in the present study: 

 The x axis runs from the participant‘s left to the participant‘s right (parallel to the 

table) 

 The y axis runs upward (perpendicular to the table) 

 The z axis runs toward the user (in and out of the display plane) 

 

Spatial trajectories were generated for each trial to passively move the 

participant‘s hand from left to right while sinusoidally varying the participant‘s hand 

position along the z axis.  The spatial trajectory had no y component; i.e. it was 

entirely in a plane parallel to the table.  Trajectories spanned 10cm in the horizontal 

(x) direction and 6cm in the z direction, and moved the user at a constant velocity of 

1.6cm/s.  The z component of each trajectory was the sum of twenty sinusoids with 

random frequencies, phases, and DC offsets, with a maximum spatial frequency of 0.3 

cycles per centimeter.  After summing the sinusoids, each trajectory was scaled to fit 

the 6cm range in z. A typical spatial trajectory is presented in Figure 22.   

 

 

 

Figure 22. A typical spatial trajectory used in our experiment. 
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Force patterns were generated for each trial along the y axis, perpendicular to the 

plane of movement along the spatial trajectory.  These patterns are the values that the 

participant was asked to learn in each trial.  Force patterns were generated as functions 

of time, but because the participant was moved along the trajectory at a constant rate, 

force patterns were also fixed relative to the spatial trajectory.  The temporal force 

patterns were generated as the sum of four sinusoids with random frequencies, phases, 

and DC offsets, with a maximum frequency of 0.2Hz.  After sinusoidal summing, 

force patterns were scaled into the range [0N,10N].  To introduce limited higher-

frequency peaks without creating unreasonably ―jagged‖ force patterns, parabolic 

―bumps‖ were randomly blended into each sinusoidal trajectory; these bumps were 

allowed to range up to 12N.  After summing the base pattern and the parabolic bumps, 

the final force pattern was ramped up and down over the first and last one second of 

the pattern to avoid jerking the haptic device.  A typical force pattern is presented in 

Figure 23.  This graph represents the magnitude of the normal force the participant 

was asked to learn; the learned force was in all cases in the downward (-y) direction. 

 

 

Figure 23.  A typical force pattern used in our experiment. 

 

4.2.4 Experimental Conditions 

The following 3 training conditions were employed in a blocked design:  haptic 

display of normal force (H), visual display of normal force (V), and combined 

visuohaptic display of normal force (V+H).  In all three conditions, the participant‘s 
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hand was pulled along the spatial trajectory (in the xz plane) via a proportional-

derivative (PD) controller with proportional and derivative gains of 0.9N/mm and 

0.1N/mm, respectively.  Offline analysis showed no significant lag behind the ideal 

trajectory in any participant‘s data, indicating that the gain was sufficiently high.  The 

visual display showed the spatial trajectory, along with a display of the participant‘s 

current device position, under all three training conditions. 

In the haptic (H) training condition, the haptic device applied the opposite of 

the embedded force pattern directly to the user along the y axis (perpendicular to the 

movement plane).  The participant was instructed to keep the device in the movement 

plane, i.e. to precisely oppose the upward force applied by the Omega device.  In this 

manner, the participant practiced applying the sequence of forces that he/she was 

expected to learn.  Figure 24a shows the display that was presented to the user in the H 

condition. 

 

   

(a) (b) (c) 

Figure 24.  The visual representations of the spatial trajectory and normal force 

presented to the user in the (a) haptic training condition (no representation of force), (b) 

visual training condition (blue bar representing current target force), and (c) combined 

visuohaptic training condition (blue bar representing current target force magnitude 

and green bar current user-applied force magnitude). 

 

In the visual (V) training condition, the haptic device was constrained to the xz 

plane by a PD controller with P and D gains of 2.0N/mm and 0.3N/mm, respectively.  

No haptic representation of the embedded force pattern was presented to the user.  As 

the user was pulled along the trajectory, an on-screen blue vertical bar changed its 

height to indicate the magnitude of the target normal force at the current trajectory 

position.  This bar moved along the trajectory along with the representation of the 

participant‘s current device position, so the participant could visually attend to both 
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simultaneously.  Figure 24b shows the display that was presented to the user in the V 

condition. 

In the combined visuohaptic (V+H) training condition, the haptic device was 

constrained to the xz plane as in the visual (V) condition, and the current target force 

is displayed as a blue bar, as in the visual condition.  However, an additional graphical 

bar is presented in green.  The additional bar indicates the normal force currently 

being applied by the participant.  Participants were instructed to match the heights of 

the blue and green bars.  Thus the participants were – via the plane constraint – 

receiving haptic feedback equal to the target force pattern.  Figure 24c shows the 

display that was presented to the user in the V+H condition. 

A fourth condition – the test (T) condition – was used following all training 

conditions to evaluate learning through force recall.  The visual display in this 

condition was identical to that used in the haptic (H) condition; no visual indication of 

force was provided.  In the test condition, the haptic device was constrained to the xz 

plane as in the visual (V) condition.  The user was instructed to apply the learned 

pattern of forces in the y direction (normal to the spatial trajectory).   

In all three conditions, a small square appeared on screen when the device 

reached saturation; this was added to be ―fair‖ to the visual training condition, which 

otherwise did not provide any indication of absolute force magnitude. 

4.2.5 Experimental Procedure 

Each participant was given an introduction to each of the conditions described above, 

and was then asked to participate in 72 trials, with a ten-minute break after 36 trials to 

prevent fatigue.  A trial consisted of a single training/testing pair.  For each trial, the 

subject was presented with a trajectory using one of three training conditions (H, V, 

V+H) and was immediately tested on that trajectory using the test (T) condition 

described above.  Trials were grouped into blocks of three training/testing pairs that 

repeated the same trajectory using the same training condition. 

For example, for a V condition trial block, the participant was trained with the 

visual bargraph display of force by traversing the trajectory from left to right once.  

After returning the stylus tip position to the left of the trajectory, the participant was 
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immediately tested for force recall once (thus completing one trial).  This 

training/testing pair was then repeated twice more (for a total of three trials per block).  

A new training condition was then selected and a new trajectory was randomly 

generated for the next trial block. 

In summary, each participant completed a total of 72 trials, representing 24 

trial blocks for each of the H, V and V+H conditions.  

Throughout the experiment, the device positions and applied normal forces 

were recorded to disk for offline analysis. 

4.3 Data Analysis 

Each testing trial is scored individually for accuracy of force recall.  The input to the 

scoring mechanism is two force-time curves: the ―target‖ force pattern and the 

―applied‖ force pattern.  If these curves are similar, the trial should receive a high 

score for recall accuracy.  A simple approach to computing a score might simply 

subtract the two curves and compute the root-mean-squared (RMS) difference at each 

point.  The synthetic example shown in Figure 25 illustrates why this is an inadequate 

approach.  In this figure, the black line represents a synthetic ―correct‖ force pattern 

with three clear peaks.  The red line represents the force pattern recorded from a 

hypothetical user who correctly recalled the three force peaks, each with a slight 

timing error.  The green line represents the force pattern recorded from a hypothetical 

user who didn‘t apply any force at all.  A simple RMS-difference approach to scoring 

would assign a significantly lower score to the red curve than to the green curve, even 

though the red curve represents a significantly more accurate recall.  Feygin et al [58] 

computed an optimal linear transformation (scale and shift) to correct for similar 

errors.  This approach, however, will not adequately align all three peaks in this 

example, because the three peaks are offset in different directions.  In other words, 

different regions of the curve are scaled differently.  This problem is even more 

significant in real data series, which are more complex than this synthetic example. 
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Figure 25.  A synthetic example illustrating the need for non-affine trajectory alignment.  

The black line represents a synthetic “correct” force pattern.  The red line represents the 

force pattern recorded from a hypothetical user who correctly recalled the three force 

peaks, and the green line represents the force pattern recorded from a hypothetical user 

who didn’t apply any force at all. 

 

To address this problem and properly assess recall accuracy participant to local 

timing errors, we employed a scoring scheme based on dynamic programming (DP).  

This approach has often been employed to align curves for shape recognition ([13], 

[138], [154]) and speech recognition [167], and a similar approach was used by Patton 

and Mussa-Ivaldi [150] for matching ―haptic attributes‖.  We describe our adaptation 

of dynamic programming for aligning force/time curves. 

For each trial, the target and applied force patterns are resampled to a common 

time base, and the applied force patterns are low-pass filtered by a box filter with a 

width of 100 milliseconds.  An error matrix is then constructed to describe how well 

each point on the target pattern ―matches‖ each point on the applied pattern.  If the 

resampled trajectories are 1000 samples long, this matrix contains 10002 entries.  The 

entry at location (i,j) answers the question: ―how similar is point i in the target force 

pattern to point j in the applied force pattern?‖  For this experiment, each entry in the 

error matrix is a weighted sum of the RMS difference in forces and the RMS 

difference in slopes (df/dt values) between the two points being compared.  A penalty 

value is also specified to the dynamic programming algorithm to penalize time 

distortions.  Dynamic programming is then used to find an optimal (minimum-cost) 

pairing between samples on the target and applied curves.  Figure 26 shows the 

alignment suggested by dynamic programming for a single trial. 



 59 

 

0 2 4 6 8 10 12 14 16 18 20

0

2

4

6

8

10

12

Time (seconds)

F
o

rc
e
 (

N
)

 

Figure 26.  The alignment computed by dynamic programming for a single trial.  The 

red curve is the target force pattern, the green curve is the applied force pattern, and the 

blue lines connect points on each curve that are aligned by dynamic programming. 

 

The applied force pattern is warped according to this alignment to lie on the 

same time base as the target force pattern.  Figure 27 shows the same trial after 

warping the applied force pattern according to the DP result. 
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Figure 27. The target (red) and applied (black) forces for a single trial after warping the 

applied forces according to the results of dynamic programming (unwarped forces are in 

Figure 26). 

 

After DP and warping, a score is assigned to each trial as a weighted average 

of the DP alignment cost, the RMS difference between the two curves after warping, 

and the RMS difference between the two curves‘ slopes after warping.  Weights were 

adjusted empirically to match visual assessments of recall accuracy without 

knowledge of the experimental conditions for each of the assessed trials.  These 

weighted scores are used to assess the quality of recall for each trial.  A score of 0 

indicates perfect recall; larger scores indicate lower recall accuracy. 

4.4 Results 

Scores are pooled over each training condition, allowing us to compare the recall 

quality for each training condition (288 recall trials for each condition).  A one-way 

ANOVA confirms a significant difference among the three training paradigms (p < 

0.001).   Figure 28 shows the mean recall error for each training paradigm with 95% 

confidence intervals.  One-tailed T-tests show that visual training promotes 

significantly more accurate recall than haptic training (p=0.002), and that visuohaptic 

training promotes significantly better recall than visual training (p=0.01). 
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Figure 28. Mean recall error (in relative units) for each training paradigm.  Error bars 

indicate 95% confidence intervals. 

 

Table 1 presents the paradigms that promoted the most and least accurate recall 

for each participant.  We observe that 9 of 12 participants had the lowest mean error in 

the visuohaptic training mode, and only 1 of 12 participants had the highest mean error 

in the visuohaptic training mode.  This is consistent with the results presented in 

Figure 28, indicating again that visuohaptic training is the most effective paradigm. 

 

Subject Best paradigm Worst paradigm 

1 Visuohaptic Visual 

2 Visuohaptic Haptic 

3 Visual Haptic 

4 Visuohaptic Visual 

5 Visuohaptic Haptic 

6 Visual Visuohaptic 

7 Visuohaptic Haptic 

8 Haptic Visual 

9 Visuohaptic Haptic 

10 Visuohaptic Haptic 

11 Visuohaptic Haptic 

12 Visuohaptic Haptic 

 

Table 1.  Training paradigms promoting the most and least accurate mean recall for 

each subject. 

4.5 Discussion and conclusion 

The results presented here demonstrate that participants are better able to memorize 

instructed force patterns when those patterns are presented both visually and 

haptically, rather than via either modality alone.  This is in contrast to the result 

presented by Srimathveeravalli and Thenkurussi [184], who asked participants to 
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replicate a force pattern and a position trajectory simultaneously.  Their results show 

that including force information in a skill training paradigm produced lower overall 

error in participants‘ recall of positional information, but higher overall error in the 

participants‘ recall of forces.  However, the task they were exploring was significantly 

more complex: users were asked to recall both force and position in multiple degrees 

of freedom.   Our experiment focused on force alone – with position provided 

passively as a reference – and only focused on a single axis of force.  This more 

focused task is likely the basis for the difference in results.  Additionally, their 

experiment used smaller movements and a task and device with lower dynamic range, 

which may have limited participants‘ ability to recall force information. 

Our results also show that haptic training alone is significantly less effective 

for this task than visual training alone.  This is somewhat surprising, since the task is a 

force-specific task.  It is likely that the novelty of memorizing information presented 

haptically was a confounding factor; visual learning is so pervasive in everyday life 

that our results may understate the relative potential for learning via haptics alone. 

The effectiveness of combined visuohaptic training suggests that haptic 

training may play an important role in teaching skills like surgery, which are visually-

guided but often require different normal and tangential forces to be applied at 

different places in the workspace.  The results presented here suggest a role not only 

for the use of haptic simulation incorporating simulated environmental feedback, but 

also active presentation of ―correct‖ forces in a surgical context.  These forces may 

come from online interaction with an experienced instructor, a paradigm we refer to as 

―haptic mentoring‖, or from playback of prerecorded forces.  Toward this end, we 

have incorporated the approach presented here into a surgical simulation system [126], 

and future work will include evaluation of the system‘s ability to transfer force-

sensitive skills to users. 

Additionally, we plan to conduct further experiments to explore the roles 

played by visual and haptic information in the combined visuohaptic training 

paradigm.  This study was designed to evaluate the overall effectiveness of each 

paradigm in training force patterns, but additional experiments may allow us to 
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identify that certain frequency components of the target force patterns are being 

conveyed through one modality or the other. 

4.6 Software availability 

The software used to conduct this experiment runs on Windows XP and is available 

for download, along with data-manipulation scripts for Matlab and basic 

documentation, at: 

 

http://cs.stanford.edu/~dmorris/haptic_training 

 

 

http://cs.stanford.edu/~dmorris/haptic_training
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5. Automatic Preparation, Calibration, and 

Simulation of Deformable Objects 

Although the procedures simulated by our environment focus primarily on interacting 

with bone (the topic of Section 3), interacting with deformable tissue constitutes a 

significant component of any surgical procedure.  Modeling deformation at interactive 

rates has traditionally been one of the most complex problems in computer graphics, 

and has likely been the most significant technological factor limiting the development 

and popularization of medical simulation.  Many proposed solutions work well for 

special cases, but do not generalize well or require significant amounts of manual 

preprocessing. 

 This section does not claim to solve the complete problem of interactive 

deformation; rather, it presents a set of solutions that form a complete pipeline from 

surface mesh to deformable object, focusing on mesh generation, calibration of 

deformation parameters to a finite element reference model, and interactive rendering.  

We leverage and extend existing simulation techniques, particularly [199], to address 

the broader problem of fitting a deformation model into a medical simulation 

environment.  It is our goal to use the approaches presented here to incorporate soft 

tissue components – such as tumors and deformable components of the inner ear – into 

the simulator presented in Section 3. 

The work presented here was published as [130]. 
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Many simulation environments – particularly those intended for medical simulation – 

require solid objects to deform at interactive rates, with deformation properties that 

correspond to real materials.  Furthermore, new objects may be created frequently (for 

example, each time a new patient‘s data is processed), prohibiting manual intervention 

in the model preparation process.  This paper provides a pipeline for rapid preparation 

of deformable objects with no manual intervention, specifically focusing on mesh 

generation (preparing solid meshes from surface models), automated calibration of 

models to finite element reference analyses (including a novel approach to reducing 

the complexity of calibrating nonhomogeneous objects), and automated skinning of 

meshes for interactive simulation. 

5.1 Introduction and Related Work 

5.1.1 Background 

Interactive physical simulation has become a critical aspect of many virtual 

environments.  Computer games are increasingly using physical simulation to allow 

players a wider range of interactions with their surroundings; this has become such a 

prevalent phenomenon that dedicated hardware has become available for rigid body 

mechanics [156], and software libraries are becoming available to dedicate graphics 

resources to physical simulation [77].  Simulation for games currently focuses 

primarily on rigid body dynamics and particle systems (for fluid, smoke, explosions, 

etc.), but will likely move toward deformable solid simulation as the standard for 

realism increases. 

Many medical simulation environments – both commercial ([182], [36], [87], 

[183], [191], [213]) and academic [123], [33], [210], [209], [142]) – already depend on 

modeling deformable solids.  The vast majority of tasks performed during surgery 

involve interaction with deformable bodies, so a medical simulator is expected to not 

only represent deformation, but to model it with sufficient accuracy for effective 

training.  Force/deformation curves of virtual organs should correspond to their real 
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counterparts, and deformation should vary realistically among patients, among tissue 

types, and even within a tissue type. 

Currently many of these simulators focus on canonical cases, whose creation 

requires significant manual intervention by developers, technicians, or manufacturers.  

As surgical simulation enters mainstream medical practice, the use of patient-specific 

data in place of canonical cases is likely to become common, allowing a much broader 

range of applications and training cases.  This scenario prohibits the use of tedious 

manual procedures for data preprocessing.  Similarly, as games incorporate more 

sophisticated simulation techniques, rapid preparation of deformable models will be 

required to continue the current trend toward player-generated and custom content. 

This paper addresses this need: automatic preparation of realistic deformable 

models for medical simulation and computer games.  We restrict our discussion to a 

particular simulation method in the interest of focusing on automation of model 

preparation (rather than simulation), but the techniques presented here can be 

generalized to other models. 

We assume that the user provides a surface model of the desired structure; this 

is a reasonable assumption, as surface models are the standard object representation in 

games and are easily derived from automatically-segmented medical images.  We 

further assume that the user provides constitutive properties describing the material 

they are attempting to represent; this is also a reasonable assumption, as constitutive 

properties for a wide variety of materials are available in engineering handbooks.  

Constitutive properties for biological tissues can be measured experimentally ([32], 

[168], [194]). 

Section 5.2 discusses the generation of volumetric (tetrahedral) meshes from 

surface meshes.  Section 5.3 discusses the use of a finite element reference model to 

calibrate an interactive simulation.  Section 5.4 discusses simulation and rendering, 

focusing on a geometric interpretation of the simulation technique presented in [199] 

and a mesh skinning technique that is suitable for our deformation model.  The 

remainder of Section 5.1 discusses work related to each of these three topics. 
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5.1.2 Related Work: Mesh generation 

―Mesh generation‖ generally refers to the process of discretizing a space into 

volumetric elements.  The space is frequently defined by either an implicit or explicit 

surface boundary, and the elements are generally explicit solid units, commonly 

tetrahedra or hexahedra when the space is three-dimensional. 

Ho-Le [80] provides a summary of core methods in mesh generation for finite 

element analysis, and Zhang [217] provides a summary of more recent work in this 

area. Si [181] describes a common, public-domain package for mesh generation, 

specifically targeted toward finite element analysis applications.  Recent work on 

mesh generation employs physical simulation in the meshing process (e.g. [31]). 

The work most closely related to the approach presented in Section 5.3 of this 

paper is that of Mueller [137], which also focuses on generating approximate, non-

conformal meshes for interactive simulation. 

5.1.3 Related Work: Deformation Calibration 

Early work exploring the relationship between non-constitutive simulations (generally 

mass-spring systems) and finite element analyses began with Deussen et al [51], who 

optimize a 2D mass-spring system to behave like an analytically-deformed single 2D 

constitutive element.  Similarly, van Gelder [203] analytically derives spring constants 

from constitutive properties for a 2D mass-spring system.  This work also includes a 

theoretical proof that a mass-spring system cannot exactly represent the deformation 

properties of a constitutive finite element model.   

While most work in this area has been oriented toward volumetric solid 

deformation using simulation results as a ground truth, Bhat et al [23] use video of 

moving cloth to calibrate simulation parameters for a cloth simulation.  Similarly, 

Etzmuss et al [55] extend the theoretical approach of van Gelder [203] to derive a 

mass-spring system from a constitutive model of cloth. 

Bianchi et al [24] demonstrate that a calibration procedure can enable a 2D 

mass-spring system to recover the connectivity of another 2D mass-spring system; 

deformation constants are held constant.  Bianchi et al [25] later demonstrate the 
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recovery of spring constants, and the 2D calibration of a mass-spring system to a finite 

element reference model.  They do not extend their calibration to 3D, and do not 

provide a mechanism for handling the exponential growth in optimization complexity 

associated with 3D objects and complex topologies.  Choi et al [38] use a similar 

approach to calibrate a homogeneous mass-spring system, and Mosegaard [135] uses a 

similar optimization for simple models but takes dynamic behavior into account 

during optimization. 

5.1.4 Related Work: Mesh Skinning 

Mesh skinning describes the process of animating the vertices of a rendered mesh to 

correspond to the behavior of an underlying skeleton.  This has become a very 

common technique for rendering characters in games and video animation; the 

skeleton often literally represents a character‘s skeleton and the rendered mesh 

generally represents the character‘s skin.  Skinning is easily implemented in graphics 

hardware [144], making it suitable for a variety of simulation environments. 

Recent work on mesh skinning has focused on correcting the inaccuracies that 

result from naïve blending, as per [103], and on automatically associating vertex 

movements with an implicit underlying skeleton [91] as a form of animation 

compression.  However, bones are generally defined and associated with vertices 

manually by content developers, as part of the modeling/animation process. 

5.2 Mesh Generation 

This section discusses our approach to generating tetrahedral meshes from surface 

meshes for interactive deformation. 

5.2.1 Background 

Previous approaches to generating tetrahedral meshes (e.g. [137], [181], [31], [217]) 

from surface meshes have generally focused on generating conformal meshes (meshes 

whose bounding surface matches the target surface precisely) for high-precision finite 

element simulation.  Consequently, the resulting meshes are generally highly complex, 

particularly near complex surface regions. 
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Interactive simulation presents a different set of requirements and priorities for 

mesh generation.  Since the use of interactive simulation techniques comes with an 

intrinsic loss in precision, some discrepancy between the target surface mesh and the 

resulting volumetric mesh is generally acceptable.  In particular, the computational 

expense of increased tetrahedron count does not justify the benefits of a conformal 

mesh.   This is particularly true for applications in games, where physical plausibility 

and interactivity take precedence over perfect accuracy.  For most applications, the 

surface used for interactive rendering is decoupled from the simulation mesh, so the 

nonconformality of the mesh will not affect the rendered results (see Section 5.4).  

Like finite element simulation, most interactive simulation techniques have 

difficulties when tetrahedral aspect ratios approach zero.  In other words, ―sliver‖ tets 

are generally undesirable, since they are easily inverted and do not have well-defined 

axes for volume restoration forces. 

The behavior of interactive simulation techniques is often visibly affected by 

topology, so a homogeneous material is generally most effectively simulated by a 

mesh with homogeneous topological properties.  Thus there is an intrinsic advantage 

to regularity in deformable meshes. 

Thus the goal of the technique presented here is to automatically generate 

nonconformal, regular meshes with large tetrahedral aspect ratios.  It is also desirable 

for the process to proceed at nearly interactive rates for meshes of typical complexity, 

so the process can easily be repeated following topology changes or plastic 

deformation during interactive simulation. 

5.2.2 Mesh Generation 

Our mesh generation procedure begins with a surface mesh (Figure 29a), for which we 

build an axis-aligned bounding box (AABB) hierarchy (Figure 29b). 

 



 70 

(a) (b)

(c) (d)

(a) (b)

(c) (d)
 

Figure 29. Stages of the mesh generation process: (a) initial surface mesh, (b) axis-

aligned bounding box hierarchy for rapid voxelization (c, with voxel centers in green), 

and (d) splitting of voxels into tetrahedra. 

 

The AABB tree is used to rapidly floodfill (voxelize) the surface (Figure 29c).  

The floodfilling begins with a seed voxel, identified by stepping a short distance along 

the inward-pointing surface normal of a mesh triangle.  This voxel is considered to be 

an internal voxel.  Floodfilling sequentially pulls internal voxels from a queue.  A ray 

is cast from each known internal voxel to each of its neighbors; the AABB hierarchy is 

used to determine whether this ray crosses the object boundary, with spatial coherence 

exploited as per [132].  If the ray does not cross the surface, the neighbor is marked as 

an internal voxel and is placed on the queue.  If the ray does cross the surface, the 

neighbor is marked as a border voxel and is not considered for further processing.  

Floodfilling proceeds until the queue is empty. 

The resolution of voxelization – which determines the resolution of the output 

tet mesh – is user-specified.  Since voxels are isotropic, the user need only specify the 

voxel resolution of the mesh‘s longest axis, a simple precision metric that a user can 
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intuitively relate to the target application.  Voxelization is allowed to proceed one 

voxel outside the surface; for interactive simulation techniques that include collision-

detection and penalty-based collision response, it is generally desirable to slightly 

overestimate object volume at this stage. 

Each resulting voxel (defined by its center point) is then used to create a cube 

of eight vertices.  Vertices are stored by position in a hash table; existing vertices can 

thus be recalled (rather than re-created) when creating a voxel cube, allowing shared 

vertices in the output mesh.  Each resulting cube is then divided into five tetrahedra 

(Figure 30), yielding the final tetrahedral mesh (Figure 29). 
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Figure 30. Splitting a cube (voxel) into five tetrahedra. 

 

5.2.3 Implementation and Results 

The mesh generation approach presented here was incorporated into the voxelizer 

package, available online and discussed in more detail in [132].  The package is 

written in C++ and uses CHAI [42] for visualization and collision detection (AABB 

tree construction).  Files are output in a format compatible with TetGen [181]. 

To evaluate the computational cost of our approach, and thus its suitability for 

real-time re-meshing, we generated tetrahedral meshes for a variety of meshes (Figure 

31) at a variety of resolutions on a 1.5GHz Pentium 4.  Resolutions were specified as 
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―long axis resolution‖, i.e. the number of tetrahedra along the output mesh‘s longest 

axis (Section 5.2.2). 

 

(a) (b)

(c) (d)

(a) (b)

(c) (d)
 

Figure 31. Meshes used for evaluating mesh generation.  (a) Gear: 1000 triangles. (b) 

Happy: 16000 triangles. (c) Dragon: 203,000 triangles (d) Bunny: 70,000 triangles. 

 

Table 2 summarizes these results.  Mesh generation time is almost precisely 

linear in output tet count (Figure 33), and mesh generation time is below one second 

for meshes up to approximately 250,000 tets.  Mesh generation proceeds at graphically 

interactive rates (>10Hz) for meshes up to approximately 20,000 tets.  Current parallel 

simulation techniques ([61], [195]) allow simulation of over 100,000 tets interactively; 

mesh generation for meshes at this scale is not real-time (about 500ms), but would be 

sufficiently fast – even at these extremely high resolutions – to allow nearly-

interactive background remeshing in cases of topology changes and large 

deformations.  Figure 32 shows mesh generation times as a function of the user-

specified precision variable: long axis mesh resolution. 
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Input 

mesh 

Input mesh size 

(triangles) 

Long axis 

resolution (tets) 

Output mesh 

size (tets) 

Tetrahedralization 

time (s) 

bunny 70k 30 35840 0.153 

bunny 70k 75 478140 1.98 

bunny 70k 135 2645120 10.139 

bunny 70k 165 4769080 18.287 

gear 1k 30 20780 0.101 

gear 1k 75 271350 1.132 

gear 1k 135 1434065 5.789 

gear 1k 165 2504240 9.961 

happy 16k 30 10100 0.057 

happy 16k 75 126610 0.562 

happy 16k 135 662745 2.7 

happy 16k 165 1178725 4.74 

dragon 203k 30 12750 0.083 

dragon 203k 75 158370 0.772 

dragon 203k 135 820305 3.57 

dragon 203k 165 1453270 6.042 
 

Table 2.  Tetrahedralization time for the meshes shown in Figure 31, at various output 

mesh resolutions. 
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Figure 32. Mesh generation times at various output mesh resolutions.  Long axis 

resolution, rather than output tet count, is used as the dependent variable; this is an 

intuitive metric for user-specified mesh precision.  
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Figure 33. Mesh generation times at various output mesh resolutions. 

 

A binary version of our mesh generation approach is publicly available at: 

http://cs.stanford.edu/~dmorris/voxelizer 

5.3 Calibration to Ground Truth Deformation 

This section discusses the automated calibration of non-constitutive deformation 

properties using known constitutive properties and a finite-element-based reference 

deformation. 

5.3.1 Background 

Techniques for simulating deformable materials can be classified coarsely into two 

categories: constitutive and non-constitutive models. 

Approaches based on constitutive models (e.g. [142], [105], [20], [121], [90], 

[15], [16]) generally use equations from physics to describe how a material will 

behave in terms of physical constants that describe real materials – e.g. Poisson‘s 

http://cs.stanford.edu/~dmorris/voxelizer
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coefficient, Young‘s modulus, etc.  These constants can generally be looked up in an 

engineering handbook or determined experimentally for a particular material.  Many 

methods in this category are variants on finite element analysis (e.g. [142], [105], 

[20]), which uses known constitutive relationships between force and deformation to 

predict how a material will deform.  These methods are traditionally very accurate, 

and are used for computing stresses and strains for critical applications in structural 

mechanics, civil engineering, automotive engineering, etc.  However, these methods 

are generally associated with significant computational overhead, often requiring 

solutions to large linear systems, and thus cannot generally be run at interactive rates.  

When these approaches are adapted to run at interactive rates, they are generally 

limited in the mesh resolutions they can process in real-time. 

In contrast, many approaches to material deformation are non-constitutive, e.g. 

[199], [133], [134], [61], [195].  Rather than using physical constants (e.g. elastic 

moduli) to describe a material, such approaches describe objects in terms of constants 

that are particular to the simulation technique employed.  Many approaches in this 

category are variants on the network of masses and springs, whose behavior is 

governed by spring constants that can‘t be directly determined for real materials.  In 

general, these methods are thus not accurate in an absolute sense.  However, many 

approaches in this category can be simulated at interactive rates even for high-

resolution data, and these approaches often parallelize extremely well, offering further 

potential speedup as parallel hardware becomes increasingly common. 

In short, the decision to use one approach or the other for a particular 

application is a tradeoff between realism and performance, and interactive simulations 

are often constrained to use non-constitutive techniques. 

For applications in entertainment or visualization, simulation based on hand-

calibrated constants may be adequate.  But for high-precision applications, particularly 

applications in virtual surgery, a deformation model is expected to behave like a 

specific real material.  It is often critical, for example, to teach absolute levels of force 

that are necessary to achieve certain deformations, and it is often critical to 
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differentiate among tissue types based on compliance.  Thus roughly-calibrated 

material properties are insufficient for medical applications. 

Furthermore, traditional mass-spring systems are usually expressed in terms of 

stiffnesses for each spring, so the only way to vary the behavior of a material is to vary 

those stiffnesses.  For any significant model, this translates into many more free 

parameters than a content developer could reasonably calibrate by hand. 

Even if sufficient manual labor is available to manually calibrate canonical 

models, this calibration would generally be object-specific, as much of the 

deformation properties of a mass-spring network are embedded in the topology and 

geometry of the network [27].  Therefore calibrated spring constants cannot be directly 

transferred among objects, even objects that are intended to represent the same 

material. 

The present work aims to run this calibration automatically, using the result of 

a finite element analysis as a ground truth.  While calibration results still cannot be 

generalized across objects, the calibration runs with no manual intervention and can 

thus be rapidly repeated for arbitrary sets of objects. 

5.3.2 Homogeneous Calibration 

The following are assumed as inputs for the calibration process: 

 

 A known geometry for the object to be deformed, generated according to the 

procedure outlined in Section 5.2. 

 A known set of loads – defined as constant forces applied at one or more mesh 

vertices – that are representative of the deformations that will be applied to the 

object interactively.  In practice, these loads are acquired using a haptic simulation 

environment and an uncalibrated object.  Note that a single ―load‖ may refer to 

multiple forces applied to multiple (potentially disjoint) regions of the mesh. 

 Constitutive elastic properties (Poisson‘s coefficient and Young‘s modulus) for the 

material that is to be represented. 
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The supplied constitutive properties are used to model the application of the specified 

loads using an implicit finite element analysis, providing a ground truth deformation to 

which non-constitutive results can be compared.  This quasi-static analysis neglects 

dynamic effects; extension to dynamics is an area for future work. 

The same loads are then applied to the same geometry using a non-constitutive 

simulation, and the simulation is allowed to come to steady-state (a configuration in 

which elastic forces precisely negate the applied forces).  For the implementation 

presented in Section 5.3.3 we use the deformation model presented in [199], but for 

this discussion we will treat the simulation technique as a black box with a set of 

adjustable parameters. 

There are, in most cases, large subsets of the parameter space that will not 

yield stable deformations.  In traditional mass-spring systems, for example, 

inappropriately high constants result in instability and oscillation, while 

inappropriately low constants result in structural collapse.  In either case, local 

variation in parameters cannot be reliably related to variation in deformation.  

Optimization will proceed most rapidly if it begins with a baseline deformation that 

can be used to quickly discard such regions in the parameter space.  Therefore, before 

beginning our optimization, we coarsely sample the parameter space for a fixed 

number of simulations (generally 100) and begin our optimization with the optimal set 

among these samples, as per [23] (our optimality metric follows).  If none of our 

samples yield a stable deformation, we randomly sample the space until a stable 

deformation is obtained. 

We then compute an error metric describing the accuracy of this parameter set 

as the surface distance between the meshes resulting from constitutive and non-

constitutive deformation: 
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…where eL(φ) is the error (inaccuracy) for a parameter set φ and load L, nvertices is 

the number of vertices in our mesh, pconst(i) is the position of vertex i following 

constitutive deformation, and pnonconst(i) is the position of vertex i following non-

constitutive deformation with parameter set φ.  Note that the non-constitutive 

deformation is computed once at the beginning of the optimization procedure and is 

not repeated. 

This error metric assumes a one-to-one correspondence between vertices in the 

two meshes; in practice this is the case for the implementation presented in Section 

5.3.3, but were this not the case, the lower-resolution mesh could be resampled at the 

locations of the higher-resolution mesh‘s vertices.  The deformed positions of the 

resampled vertices could then be obtained by interpolating the deformed positions of 

the neighboring vertices in the lower-resolution mesh after deformation (this is 

analogous to interpolating displacements by free-form deformation [172]). 

When multiple loads (to be applied separately) have been defined, we average 

the resulting errors over those loads to define an accuracy metric for a parameter set: 





nloads

L

LeE
1

)()( 
 

…where E(φ) is the average error for the parameter set φ and nloads is the number of 

separate loads to apply.  In practice nloads is often 1, but we will continue to use the 

more general E(φ) notation that allows for multiple loads. 

The goal of our optimization is thus to find the parameter set φ that minimizes 

E(φ): 

)(minarg 


E  

…where Ф is our output parameter set, representing the best match to the supplied 

constitutive parameters for the specified deformations, and φ is bounded by user-

specified upper- and lower-bounds, which generally do not vary from problem to 

problem. 
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We solve this constrained minimization problem through simulated annealing 

[100] (SA), a stochastic optimization technique that follows local gradients in a 

problem space to arrive at minima of the energy function, but periodically jumps 

against the gradient to avoid local minima.  In particular, we use the adaptive 

simulated annealing [88] (ASA) variant on SA, which automatically adjusts the 

annealing parameters over time to converge more quickly than traditional SA. 

For very simple linear problems, such as identifying the optimal spring 

constant for a single tetrahedron being stretched in a single direction, we have also 

employed gradient descent, which is extremely efficient, but complex error landscapes 

prevent this approach for significant problems.  We will discuss further applications 

for simpler approaches in Section 5.5. 

At the completion of the simulated annealing procedure, we will have a non-

constitutive parameter set Ф that optimally matches our non-constitutive deformation 

to our constitutive deformation.  The annealing procedure may take a significant 

amount of time to complete, but it proceeds with no manual intervention and can thus 

be efficiently used to prepare numerous deformable models. 

5.3.3 Implementation 

We have implemented the described calibration process using an implicit solver for 

our constitutive deformation and the method of [199] for our non-constitutive 

deformation.  The finite element package Abaqus [1] is used for reference 

deformations, and our interactive deformation model is implemented in C++ using 

CHAI [42] for visualization.  Deformation results from both packages are collected in 

Matlab [111], and optimization is performed with the ASA package [89] through the 

ASAmin wrapper [166].  Gradients are estimated by finite differencing. 

The selected deformation model is described in more detail in Section 5.4; the 

key point for this discussion is that nodal forces are computed based on four 

deformation parameters: a volume preservation constant (defined for each 

tetrahedron), an area preservation constant (defined for each face), a length 

preservation constant (defined for each edge), and a viscous damping force.  These 

four values are the free parameters for our optimization.  For the results presented in 
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Section 5.3.4, they are taken to be homogeneous throughout the material.  

Nonhomogeneity will be introduced in Section 5.3.5.  In practice, the viscous damping 

force is always uniform and is allowed to vary only coarsely; once it is calibrated to a 

reasonable value for a problem, variations should affect the time required to reach 

steady-state but not the final deformation. 

Since we use a quasi-static, implicit simulation for constitutive deformation, 

we require steady-state results from our non-constitutive simulation as well.  A 

simulation is determined to be at steady-state when the maximum and mean vertex 

velocities and accelerations are below threshold values for a predetermined amount of 

time.  These values are defined manually but do not vary from problem to problem.  

Simulations that do not reach steady-state within a specified interval are assigned an 

error of DBL_MAX. 

5.3.4 Results: Homogeneous Calibration 

We will demonstrate the effectiveness of this approach through a case study, using the 

problem depicted in Figure 34.  Here the base of the gear model is fixed in place 

(nodes indicated in blue), and opposing forces are applied to the ―front‖ of the gear.  

This load will tend to ―twist‖ the gear around its vertical axis.  The simulated object is 

defined to be approximately 2 meters wide, with 50 pounds of force applied at each of 

the two load application points.  The constitutive simulation uses a Young‘s modulus 

of 100kPa and a Poisson‘s coefficient of 0.45 . 
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Figure 34. The deformation problem analyzed in section 3.4.  Nodes highlighted in blue 

are fixed in place; green arrows define the applied load. 

 

Figure 35 graphically displays the results of the calibration procedure for this 

problem.  The undeformed mesh is shown in Figure 35a.  For comparison, the result of 

a non-constitutive deformation using constants selected through several minutes of 

manual calibration is presented in Figure 35c.  Note that this is not an unreasonable or 

inconsistent response to the applied loads.  Figure 35b and Figure 35d show the results 

of constitutive deformation and calibrated non-constitutive deformation, respectively.  

The two models are nearly identical, indicating a successful calibration.  Using the 

error metric described in section 5.3.2, the error was reduced from 0.9 (uncalibrated) 

to 0.08 (calibrated).  

 

(a) (b)

(c) (d)

(a) (b)

(c) (d)
 

Figure 35. Results after calibration for the problem shown in Figure 34.  Each subfigure 

shows a “top view” of the model introduced in Figure 34.  (a) Undeformed model.  (b) 

Ground truth deformation (resulting from finite element analysis).  (c) Baseline non-

constitutive deformation (hand-selected constants).  (d) Calibrated non-constitutive 

deformation.  (b) and (d) are nearly identical, indicating successful calibration 
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Figure 36 looks more closely at the optimization trajectory during this 

calibration.  The optimization proceeds from left to right, with each point representing 

a simulation pass.  Higher values on the y-axis indicate less accurate deformation.  

The highlighted area indicates the optimization‘s efficient use of the error gradient for 

rapid descent from the initial error result.  This indicates that a bounded optimization, 

for which the user specified an acceptable error bound, rather than waiting for a global 

optimum, would proceed extremely rapidly.  This is likely to be the most practical 

usage model for this approach. 
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Figure 36. Optimization trajectory for the calibration shown in Figure 35.  Each error 

value is shown in blue; the green line represents the lower envelope of the blue line, or in 

other words the best result found so far at any point in the optimization process.  The 

region highlighted in red indicates the rapid initial gradient descent.  The y-axis is 

compressed to improve visibility; the initial error is 0.9, and the maximum error 

(assigned to non-terminating simulations) is DBL_MAX. 

 

The ―jittery‖ appearance of the error plot, with numerous simulations resulting 

in very large errors, results from the annealing process‘s tendency to occasionally 

jump from a ―good‖ region of the parameter space to an unexplored region of the 
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parameter space.  These jumps often result in unstable simulations, which are assigned 

a high error. 

Having obtained calibrated constants for this problem, we would like to 

demonstrate that these constants translate to another load applied to the same object; 

i.e. we‘d like to confirm that our results are not overfit to the particular load on which 

the system was calibrated.   

Figure 37 demonstrates a new load applied to the same model, which will 

produce an entirely different deformation and will stress the mesh along a different 

axis.  Figure 38 shows the result of transferring the calibration to this problem.  Again 

we present the undeformed mesh and a ―baseline‖ mesh (constants selected quickly by 

hand) for comparison.  We again see an excellent correlation between Figure 38b and 

Figure 38d, indicating a successful calibration transfer.  The RMS vertex error was 

reduced from 1.0 to 0.1 in this case.  The resulting error was thus only slightly higher 

than the residual self-calibration error represented in Figure 35 and Figure 36. 

 

 

Figure 37. Calibration verification problem.  Nodes highlighted in blue are fixed in 

place; green arrows define the applied load. 
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(a) (b)

(c) (d)

(a) (b)

(c) (d)
 

Figure 38. Calibration verification results.  (a) Undeformed model.  (b) Ground truth 

deformation (resulting from finite element analysis).  (c) Baseline non-constitutive 

deformation (hand-selected constants).  (d) Calibrated non-constitutive deformation, 

using the results obtained from the problem presented in Figure 34.  (b) and (d) are 

nearly identical, indicating successful calibration transfer to the new problem. 

 

5.3.5 Nonhomogeneous Calibration 

The results presented so far were based on homogeneous materials, i.e. the four 

calibrated constants were uniform throughout the object.  There are, however, two 

motivations for allowing inhomogeneous deformation constants. 

The first is to allow calibration to inhomogeneous reference objects.  An object 

whose material properties vary in space clearly cannot be represented with 

homogeneous deformation parameters.  This is particularly relevant for applications in 

virtual surgery, where tissues may have material properties that vary according to 

microanatomy or pathology, or may represent compound materials such as muscle 

coupled to bone. 
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A second motivation for allowing inhomogeneous deformation constants is to 

compensate for deformation properties that are artificially introduced by the geometry 

and topology of the simulation mesh.  van Gelder has shown, for the two-dimensional 

case, that uniform stiffness properties fail to simulate a uniform object accurately 

[203].  It is also known that mesh geometry and topology can introduce undesired 

deformation properties into mass-spring simulations [27].  We would thus like to 

allow constants to vary within our calibrated mesh, even when it is intended to 

represent a homogeneous object. 

Previous approaches to nonhomogeneous deformation calibration (e.g. [25], 

[135]) have allowed stiffness constants to vary at each node, which links optimization 

complexity directly to mesh resolution and presents an enormous optimization 

landscape. 

We present a novel approach to nonhomogeneous parameter optimization, 

which decouples optimization complexity from simulation complexity and mesh 

resolution.  Specifically, rather than presenting the per-node deformation parameters 

directly to the optimizer, we allow the optimizer to manipulate deformation 

parameters defined on a fixed grid; those parameters are then interpolated by trilinear 

interpolation to each node before every simulation pass.  This imposes some 

continuity constraints on the resulting parameter set (nearby vertices will have similar 

parameter values), but can greatly speed up the optimization process, making possible 

the calibration of large meshes that would be prohibitively expensive to optimize per 

node. 

Figure 39 shows an example of the decoupling of the optimization and 

simulation meshes.  The optimization mesh can be arbitrarily simplified to allow, for 

example, variation of parameters along only one axis of the object (using a k  1  1 

optimization grid). 
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Figure 39. Decoupled simulation and optimization meshes.  The optimizer adjusts 

constants on the larger grid (blue nodes), which are interpolated to the simulation mesh 

(red) before each simulation pass. 

 

As a preprocessing step, each simulation vertex is associated with a set of 

weights defining the optimization nodes that affect its parameter set.  Specifically, we 

assign weights to the eight optimization nodes that form a cube around each 

simulation vertex.  We will refer to the coordinates of those nodes as 

           zzyyxx ,,,,, , representing the upper and lower bounds of this vertex‘s cell 

in the optimization grid.  The coordinates of the eight nodes of this cell are thus: 
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We then define the cell-relative position of vertex v along each axis as: 
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And the trilinear interpolation weights for this vertex associated with each 

optimization node are: 
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Calibration nodes that do not affect parameter values at any vertex (for example, the 

upper-left calibration node in Figure 39) are discarded and are not used for 

optimization.  In practice, weights are assembled into a (highly sparse) matrix of size 

[number of calibration_nodes]  [number of vertices] that can be multiplied by a 

vector of values of length [number of calibration nodes] for each parameter to quickly 

compute the parameter value at each vertex by matrix-vector multiplication. 

Parameter values defined on the optimization grid cannot be used directly for 

simulation, so to compute a parameter value pv for a particular simulation vertex v 

before a simulation pass, we compute the weighted sum: 

i

i

iv pwp 
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7
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…where wi is the weight associated with node i, as defined above (node numbering 

here is within a cell, not over the entire grid) and pi is the parameter value at node i 

(supplied by the optimizer). 



 88 

In summary, we learn deformation parameters on a fixed grid, which is 

generally more sparse than the simulation mesh, and interpolate values to simulation 

nodes at each evaluation of the error metric.  This decouples optimization complexity 

from mesh complexity. 

5.3.6 Results: Nonhomogeneous Calibration 

We suggested in Section 5.3.5 that nonhomogeneous calibration should improve 

calibration results even for homogeneous objects.  We will thus revisit the problems 

presented in Section 5.3.4 and assess the benefit of nonhomogeneous calibration.   

Figure 40 shows the error reduction for ―self-calibration‖ (the residual error at 

the completion of optimization) for the two ―gear‖ problems introduced in Section 

5.3.5.    A significant error reduction is observed in both cases, indicating that the 

optimizer is able to use the additional degrees of freedom provided through 

nonhomogeneity.  In both cases, a grid resolution of 5  5  3 was used, where the 

shortest axis of the gear (the vertical axis in Figure 35a) was assigned to the shortest 

axis (3 nodes) of the calibration grid. 
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Figure 40. Improvement in self-calibration due to nonhomgeneous calibration.  For each 

problem, the residual calibration errors following homogeneous and nonhomogeneous 

calibration are indicated in blue and purple, respectively. 
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Having established the benefit of nonhomogeneous calibration for 

homogeneous objects, we would like to demonstrate the ability of our calibration 

technique to learn variations in material properties within nonhomogeneous objects. 

Figure 41 shows the results of a nonuniform calibration for a cube that was 

modeled with a uniform Poisson‘s coefficient (0.499) but included two regions with 

different Young‘s moduli (50kPa and 1000kPa) (Figure 41a).  An applied load (Figure 

41b) resulted in virtually no displacement in the ―hard‖ (bottom) portion of the object 

according to finite element analysis (Figure 41c).  This reference deformation was 

used to learn constants on an interpolation grid, which converged to the results shown 

in Figure 41f (values are interpolated to vertices in the figure).  Figure 41f shows the 

distribution of kd; ka and kv showed similar distributions, and the damping constant 

was treated as uniform for this calibration.  The resulting non-constitutive deformation 

(Figure 41e) can be contrasted with the optimal result obtained using homogeneous 

values for all four constants (Figure 41d). 
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E = 1000kPa (hard)

E = 50kPa (soft)

(a) (b)

(c) (d)

(e)

kd = 40298

kd = 273

(f)

E = 1000kPa (hard)

E = 50kPa (soft)

E = 1000kPa (hard)

E = 50kPa (soft)

(a) (b)

(c) (d)

(e)

kd = 40298

kd = 273

(f)  

Figure 41.  Results following a nonhomogeneous calibration.  The object was modeled 

with a nonuniform Young’s modulus (a), and subjected to the load indicated in (b), with 

blue highlights indicating zero-displacement constraints.  (c) The resulting deformation 

according to finite element analysis (note that the load is absorbed almost entirely in the 

“soft” region).  (d) The resulting deformation according to a calibrated, non-constitutive 

model with homogeneous parameter values.  (e) The resulting deformation according to 

a calibrated, non-constitutive model with nonhomogeneous parameter values; note that 

the load is correctly absorbed in the top part of the object.  (f) The distribution of kd 

values after calibration. 
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5.4 Rendering and Simulation 

We have now discussed our approaches to preparing and calibrating tetrahedral 

meshes and deformation parameters for interactive simulation.  This section reviews 

our selected simulation approach, a reformulation of the method presented in [199]) 

and discusses our approach to mesh skinning during simulation. 

5.4.1 Simulation 

The deformation model presented in [199] addresses important limitations in 

traditional mass-spring systems.  In particular, local volume-preservation and area-

preservation forces, computed for each tetrahedron and each tetrahedral face, 

respectively, complement traditional length-preservation forces computed along each 

tetrahedral edge.  This model enforces local volume conservation, which 

approximately constrains global volume, and allows a much wider variety of material 

behaviors to be expressed than a traditional mass-spring system. 

The original presentation of this approach [199] presents these constraint 

forces as analytic derivatives of energy functions.  We will present equivalent 

geometric interpretations; our implementation is based on these geometric 

representations of the constraint forces. 

5.4.1.1 Distance Preservation 

The energy function ED associated with the distance-preservation force between two 

connected vertices vi and vj is [199]: 
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…where D0 is the rest length of this edge (computed in preprocessing) and kd is the 

distance-preservation constant associated with this edge. 

The force applied to vertex vi to minimize this energy is the traditional spring 

force: 
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Intuitively, energy is minimized by shortening or lengthening the spring to its 

rest length, so we apply a force toward the opposing vertex, whose magnitude depends 

on the edge‘s deviation from rest length (Figure 42a). 
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Figure 42. Geometric representations of energy derivatives with respect to vertex vi, i.e. 

the direction in which each force should be applied to vertex vi.  (a) Distance 

preservation.  (b) Area preservation.  (c) Volume preservation.  The double-headed 

arrow indicates force direction in each case.  

 

In practice, edge lengths are computed before any forces are calculated, so they 

can be accessed by each vertex without recomputation. 

5.4.1.2 Area Preservation 

The energy function EA associated with the area-preservation force for the triangle 

consisting of vertices vi, vj, and vk is [199]: 
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…where A0 is the rest area of this triangle (computed in preprocessing) and ka is the 

area-preservation constant associated with this triangle. 

To understand the force we should apply to vertex vi  to minimize this energy, 

we will view this triangle with the edge (vj,vk) on the horizontal axis (Figure 42b).  

The area of this triangle is equal to ½ times its baseline ( |vk – vj| ) times its height.  

Since the baseline of the triangle cannot be affected by moving vertex vi, the gradient 

of the triangle area in terms of the position of vi is clearly along the vertical axis 

(maximally affecting the height of the triangle).  We thus compute this perpendicular 

explicitly to find the direction of the area-preservation force to apply to vertex vi: 
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Here we have just decomposed the vector (vi – vj) into components parallel to and 

perpendicular to (vk – vj) and discarded the parallel component, then normalized the 

result (areagradient) to get our force direction. 

The magnitude of this force should be proportional to the difference between 

the current and rest areas of the triangle.  We compute the area as half the cross-

product of the edges, i.e.: 
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)( Avvvvvforcemag ijikiA   

…where A0 is the rest area of this triangle, computed in preprocessing. 

And we scale the final force by the area-preservation constant ka associated 

with this triangle: 

)()()( iAiAaiA vforcedirvforcemagkvF   
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In practice, triangle areas are computed before any forces are calculated, so they can 

be accessed by each vertex without recomputation (area computation also yields 

triangle normals, which are used for computing volume-preservation forces). 

5.4.1.3 Volume Preservation 

The energy function EV associated with the volume-preservation force for the 

tetrahedron consisting of vertices vi, vj, vk, and vl is [199]: 
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…where V0 is the rest volume of this tetrahedron (computed in preprocessing) and kv 

is the volume-preservation constant associated with this tetrahedron. 

To understand the force we should apply to vertex vi to minimize this energy, 

we will view this tetrahedron with the face (vj,vk,vl) on the horizontal plane (Figure 

42c).  The volume of this tetrahedron is equal to 1/3 times its base area ( ½ ( (vl – vj)  

(vk – vj) ) ) times its height.  Since the base area of the tetrahedron cannot be affected 

by moving vertex vi, the gradient of the tetrahedron volume in terms of the position of 

vi is clearly along the vertical axis (maximally affecting the height of the tetrahedron).  

We thus compute this perpendicular (the normal to the triangle (vj,vk,vl) ) explicitly to 

find the direction of the volume-preservation force to apply to vertex vi: 
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Here we have just computed a vector normal to the triangle (vj,vk,vl) (volumegradient) 

and normalized the result. 

The magnitude of this force should be proportional to the difference between 

the current and rest volumes of the tetrahedron.  We compute the volume of the 

tetrahedron and subtract the rest volume: 
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…where V0 is the rest area of this triangle, computed in preprocessing. 

And we scale the final force by the volume-preservation constant kv associated 

with this tetrahedron: 

)()()( ivivviV vforcedirvforcemagkvF   

In practice, tetrahedral volumes are computed before any forces are calculated, so they 

can be accessed by each vertex without recomputation. 

As is described in [199], these forces are accumulated for each vertex and 

integrated explicitly using Verlet integration.  A viscous damping force is also applied 

to each vertex according to a fourth material constant kdamp. 

5.4.2 Mesh Skinning 

The tetrahedral mesh used for simulation will generally present a lower-resolution 

surface than the original mesh; rendering this surface directly significantly limits 

rendering quality (compare Figure 43a to Figure 43b).  It is thus desirable to decouple 

the rendering and simulation meshes by ―skinning‖ a rendering mesh onto a 

simulation mesh (Figure 43c). 
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(b)

(c)
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Figure 43. Skinning a rendering mesh on a simulation mesh.  (a) Original mesh, used for 

interactive rendering.  (b) Tetrahedral mesh, used for interactive simulation.  (c) 

Rendering mesh skinned on simulation mesh (with cutaway view).  

 

This type of mesh skinning is common for applications that have a low-

resolution rigid skeleton for animation and wish to deform a rendering mesh to reflect 

the movements of the underlying bones, an operation that can be performed on 

commodity graphics hardware [144].  However, such approaches assume a low-

degree-of-freedom underlying skeleton and are thus not suitable for skinning complex 

meshes.  Furthermore, mesh skinning usually involves manual assignment of vertices 

to one or more bones, which is not practical when the set of independently deforming 

components is very large.  In other words, manually assigning vertices to be controlled 

by specific tetrahedra would be prohibitively time-consuming. 
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We thus present an automatic mechanism for skinning a rendering mesh onto a 

simulation mesh.  Our approach is similar to free-form deformation [172], which 

determines the movement of vertices in a deforming space defined by a grid of control 

points.  In our case, the physically-based deformation of the tetrahedral mesh defines a 

deforming space, and the vertices of the rendering mesh are translated accordingly. 

Specifically, we perform a preprocessing step that begins with defining a ―vertex-

space‖ coordinate frame for each vertex vs on the surface of the simulation mesh.  We 

assume that surface vertices in the simulation mesh are tagged as such during the mesh 

generation process (Section 5.2).  The vertex-space coordinate frame Fvs, with origin 

at vs, is defined by the three reference vectors Fx, Fy, and Fz, which are created as 

follows and are orthogonal by construct (Figure 44): 

 

 Fx: the surface normal at vs.  Surface normals are computed before and during 

simulation by averaging the face normals of all triangles that contain vs. 

 Fy: The component of first ―surface edge‖ connected to vs that is perpendicular to 

the normal at vs.  A ―surface edge‖ is defined as an edge that connects to another 

vertex that is on the surface of the mesh.  This component is computed as follows: 
 

                                 NNvvvvF soppositesoppositey   

 

…where vs is the vertex at which we‘re defining a frame, vopposite is the simulation 

vertex at the other side of the selected surface edge, and N is the unit normal 

vector at Vs.  Fy approximates a local surface tangent vector. 

 Fz: The cross-product of Fx and Fy. 
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Figure 44. Vertex-space coordinate frame definition.  The triangles shown in gray, and 

their edges, are not used explicitly for defining this vertex’s coordinate frame, but will 

influence the frame through their influence on the surface normal. 

 

Fx, Fy, and Fz are each normalized to yield an orthonormal basis.  Note that in 

practice, coordinate frames are not defined until vertices are used in subsequent steps, 

so that coordinate frames are not computed for vertices that are not used for skinning.  

We have presented coordinate-frame definition first for clarity. 

After defining coordinate frames, we place all simulation vertices on the 

surface of the simulation mesh in a kd-tree [19].   

For each vertex on the rendering mesh, we then find the nearest nneighbors 

vertices on the surface of the simulation mesh.  Higher values for nneighbors result in 

more expensive rendering but more accurate rendering mesh deformation.  In practice 

we generally set nneighbors = 5. 

For each vertex vr on the rendering mesh, and each of its nearby vertices vs on 

the simulation mesh, we then compute the world-frame offset of vr relative to vs, and 

rotate it into the coordinate frame Fvs defined at vs: 
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…where Fx, Fy, and Fz are the components of Fvs, as computed above.  We store 

offsetvertex(vr,vs) for each of the nneighbors vs‘s associated with vr.  We also compute, 

for each offsetvertex(vs,vr), a weighting factor defined by the distance between vs and vr 

(closer vertices should have more influence over vr).  The weighting factor for a 

particular (vr,vs) is computed as: 
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…where the denominator here is a normalization factor, ensuring that the nneighbors 

weights add up to 1. 

The indices of all weighted vertices, the weight values, and the offsetvertex 

values are stored for each rendering vertex vr. 

During each frame of interactive rendering, for each vertex vr, we look up the 

indices and deformed positions of each weighted vertex vs.  Then to find the position 

at which vr should be rendered, we recompute each coordinate frame Fvs exactly as 

described above (including normalization) using the deformed position of vs, yielding 

new Fx, Fy, and Fz vectors (which we‘ll refer to as Fx‘, Fy‘, and Fz‘).  The new position 

for vr based on a simulation vertex vs is then computed as: 
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The coordinate frame is based on the local surface normal and the local tangent 

vector (the chosen surface edge), and thus rotates with the space surrounding vs. 

The final position for vr is the weighted average of the position ―votes‖ from 

each vs: 
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5.4.3 Implementation and Results 

The proposed simulation approach is a reformulation of [199], so we refer to their 

results for detailed deformation results.  The proposed skinning approach was 

implemented using CHAI [42] for visualization and the ANN library [136] for kd-tree 

searching.  With N=5 and a the simulation and rendering meshes shown in Figure 15 

(50,000 rendered faces and 13,000 simulated tetrahedra), simulation proceeds at 

200fps, with rendering taking place every 10 simulation frames (20fps). 

Skinning results are best communicated by video, so we have made a video of 

our skinning approach, applied during interactive deformation, available at: 

http://cs.stanford.edu/~dmorris/video/dragon_deforming.avi 

 

5.5 Conclusion and Future Work 

We have presented an automated pipeline for interactively deforming an object 

originally defined as a surface mesh.  Pipeline stages included mesh generation, 

calibration to a constitutive model using simulated annealing, and 

simulation/rendering. 

5.5.1 Future Work: Mesh Generation 

Future work on mesh generation will focus on generating nonuniform meshes that 

provide more resolution in more detailed regions of the surface model; the AABB 

hierarchy that we already create during voxelization provides a multiresolution 

http://cs.stanford.edu/~dmorris/video/dragon_deforming.avi
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representation of the object that translates naturally into a voxel array.  Calibration 

(Section 5.3) will compensate for simulation artifacts resulting from nonuniform mesh 

resolution.  Also, simulations that involve topology changes (cuts and fractures) and 

large deformations may benefit from dynamic background re-meshing, another area 

for future research. 

5.5.2 Future Work: Calibration 

Our calibration procedure is currently naïve to the deformation model and treats each 

error function evaluation as a black box.  Calibration would be greatly sped up by 

automatically and dynamically generating loads that probe sensitive, high-resolution, 

or user-highlighted regions of the mesh.  Also, error gradients are currently estimated 

by finite differencing; more sophisticated approaches would adjust constants more 

efficiently using ad hoc heuristics that predict the effects of parameter changes (for 

example, higher stiffness constants are likely to reduce overall deformation). 

Additionally, a more sophisticated error metric would penalize shape 

deformation but allow rigid body transformations; the current per-vertex-distance 

metric penalizes all errors equally.  The calibration could also derive a more accurate 

seed point for optimization by using simple, canonical models (for example, 

homogeneous cubes or single tetrahedra) to obtain approximate canonical values for 

deformation constants representing particular material properties. 

Non-geometric error metrics that incorporate stress or surface tension would 

also improve the applicability of our approach to applications that require force 

information, e.g. simulations incorporating haptics or fracture/cut modeling. 

Another application of the presented approach is topology optimization.  The 

ability to find optimal constants for a given topology can be generalized to iteratively 

adjust topology, to minimize mesh size and simulation complexity while still 

satisfying a given error bound. 

We would also like to generalize our calibration approach to more complex 

deformation models, particularly incorporating dynamics, nonlinear stress/strain 

relationships, plasticity, and topology changes. 
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5.5.3 Future Work: Parallelization 

Finally, all of the approaches presented in this paper lend themselves extremely well 

to parallelization, and are expected to benefit from parallel implementations.  

Voxelization can be parallelized across regions at a high level, or across AABB nodes 

at a finer level.  A custom annealing procedure could make use of multiple, 

simultaneous samples in the parameter space, and would be further optimized by a 

parallelized version of the simulation itself, as per [61].  The skinning approach 

presented in Section 5.4 is particularly well-suited to parallel implementation on 

graphics hardware, especially when using a simulation technique such as [61], [195], 

[133], or [134], which place vertex positions in a GPU-resident render target that can 

be accessed from a vertex shader used to transform the vertices of the rendering mesh. 

5.5.4 Supplemental Material 

The mesh generation approach presented in Section 5.2 is available in binary form at: 

http://cs.stanford.edu/~dmorris/voxelizer 

 

A video of our mesh skinning approach is available at: 

http://cs.stanford.edu/~dmorris/video/dragon_deforming.avi 

 

The ―dragon‖, ―bunny‖, and ―happy‖ models were obtained from the Stanford 3D 

Scanning Repository [82].  The ―gear‖ model was obtained from the TetGen examples 

page [83]. 

 

 

http://cs.stanford.edu/~dmorris/voxelizer
http://cs.stanford.edu/~dmorris/video/dragon_deforming.avi
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6. Algorithms and Data Structures for Haptic 

Rendering: Curve Constraints, Distance Maps, 

and Data Logging 

This section presents three algorithms that were developed in the course of building 

the architecture used for Sections 3, 4, and 5.  Haptic curve constraints (Section 6.2) 

are a natural extension of the haptic guidance techniques presented and evaluated in 

Section 4; future experiments will involve repeating the work presented in Section 4 

under this sort of constraint.  Distance fields were experimented with as a ―fail-safe‖ 

(to handle excessive penetration depths) for the haptic force computation techniques 

presented in Section 3, and the distance-field generation mechanism presented in 

Section 6.3 fits into the voxelization architecture presented in Section 5.  The data 

logging technique described in Section 6.4 was critical to the experiments presented in 

Section 3 and Section 4, both of which required high-bandwidth data logging on a 

high-priority haptic thread. 

 The algorithmic subsections in this section are presented largely as 

pseudocode, intended to allow a reader to quickly implement the described techniques.  

A C++ implementation of our data-logging system is also available online and is 

linked from the end of Section 6.4; binary versions of the approaches presented in 

Sections 6.2 and 6.3 are available online and are linked from their respective sections. 

 The work presented here was published as [132]. 
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In this section, we describe three novel data processing techniques used for haptic 

rendering and simulation: 

 

 We present an approach to constraining a haptic device to travel along a discretely-

sampled curve. 

 We present an approach to generating distance maps from surface meshes using 

axis-aligned bounding box (AABB) trees.  Our method exploits spatial coherence 

among neighboring points. 

 We present a data structure that allows thread-safe, lock-free streaming of data 

from a high-priority haptic rendering thread to a lower-priority data-logging 

thread. 

 

We provide performance metrics and example applications for each of these 

techniques.  C++-style pseudocode is provided wherever possible and is used as the 

basis for presenting our approaches.  Links to actual implementations are also 

provided for each section. 

6.1 Introduction 

Applications incorporating haptic feedback are subject to significant performance 

constraints; it is generally accepted that an application needs to sustain a 1kHz haptic 

update rate before sampling effects become perceptible. 

This stringent computation-time limitation requires careful consideration of the 

design and implementation of preprocessing, rendering, and data streaming 

techniques.  In this section, we present three techniques for optimized haptic data 

processing, each in an individual subsection.  Section 6.2 will discuss the 

implementation of a haptic curve constraint, or ―virtual fixture‖, using kd-trees.  

Section 6.3 will discuss the rapid (offline) generation of exact signed distance fields 

for surface meshes.  Section 6.4 will discuss a threaded data structure for lock-free 
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streaming of data from a high-priority haptic rendering thread to a lower-priority disk-

interaction thread. 

6.2 Haptic Curve Constraints 

6.2.1 Background 

Haptic devices generally provide a user with three or six degrees of freedom.  Haptic 

feedback, however, offers the possibility of dynamically reducing the effective 

degrees of freedom available within the device‘s workspace via virtual constraints. 

Non-penetration constraints associated with surfaces are extremely common 

and are used in nearly every haptic simulation involving interaction with rigid objects, 

but other types of constraints have been applied using haptic devices as well.  Abbott 

et al [2] propose ―virtual fixtures‖ to assist in dexterous manipulation; the goal is to 

reduce the degrees of freedom involved in a complex task and/or to restrict a device‘s 

motion to a ―safe‖ portion of the workspace.  This may be particularly suitable for 

robotic surgery applications in which an actuated master can assist the surgeon by 

restricting the movement of the slave.  The authors discuss multiple types of fixtures, 

including a ―guidance virtual fixture‖ (GVF), which is a constraint associated with a 

3D curve.  Garroway and Hayward [60] constrain the user to an analytic curve to 

assist in editing a spatial trajectory. 

In both of these cases, it is assumed that the closest point on the curve to the 

current haptic probe position and/or the distance to that point are readily available, 

either by analytic computation or by explicitly tracking the progress of the haptic 

probe along the curve. 

6.2.2 Discretized Curve Constraints 

For some applications, particularly those where constraints can be dynamically added 

and removed, it may be necessary to constrain a user to a curve beginning at an 

arbitrary starting point, or to recover when the constraint has been significantly 

violated.  It is thus necessary to rapidly find the closest point on a curve to the current 

haptic probe position. 
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In addition, analytic representations are not always available for curves; curves 

are most generally represented as discretely-sampled, ordered point sets rather than 

analytic functions.  This is particularly useful, for example, for haptic training 

applications (e.g. [211], [58], [129]), in which one might use previously-recorded 

trajectories as teaching examples. 

We thus provide a rapid method for finding the closest point on a discretely-

sampled curve to a current probe position.  We also present an approach to tracking 

the constraint position on a curve when the haptic device may deviate from the 

constraint and approach other points on the curve to which it should not become 

constrained.  Tying the haptic device to this constraint position by a virtual spring will 

provide a general-purpose curve constraint. 

A curve is assumed to be represented as a series of N points, each of which 

stores its 3-dimensional position, an index into a linked-list or flat array that stores the 

N points in order, and its arcposition along the curve (the curve runs from arcposition 

0.0 to arcposition 1.0).  The curve is not required to have a uniform sampling density.  

Each point pi (for i  0 and i  (N-1) ) is implicitly part of two line segments, [pi-1  

pi] and [pi  pi+1].  For clarity, I will provide C++ pseudocode of the relevant data 

structures and computations throughout this section, beginning with the representation 

of the curve and sample points.  The ‗vector‘ class is assumed to represent a 3-

dimensional vector and to support the expected operators. 

 

struct curvePoint { 

  vector pos; 

  unsigned int index; 

  float arcpos; 

}; 

 

struct curve { 

  unsigned int N; 

  curvePoint* points; 

}; 

 

 

All of these points are then placed in a standard kd-tree [19] (a 3d-tree in this case).  A 

kd-tree stores a point set and provides efficient retrieval of the subset of points that lie 
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within a bounding rectangle.  This can be generalized at minimal cost to return the 

approximate nearest K neighbors to a given test point.  We will assume that our kd-

tree provides the following function, which returns the K points closest to testPoint: 

 

void search(vector testPoint,int K, curvePoint* points);  

 

 

At each timestep at which a haptic constraint force is requested, we use this interface 

to find the N closest points to the device position pdev.  N is chosen empirically; higher 

values of N require more computation time but reduce the occurrence of incorrect 

forces resulting from sparse sampling of the curve.  Figure 45 demonstrates this 

problem and illustrates why using N=1 does not generally give correct results. 

 

1 
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device 

 

Figure 45.  The device should be constrained to the segment between vertices 1 and 2, 

but sparse sampling of the curve places it closer to vertex 4 than to either of these 

vertices.  This motivates the use of a broader nearest-neighbor search to handle this case 

properly. 

 

// Get the points closest to the device 

vector pdev = getDevicePosition(); 

curvePoint neighbors[N]; 

myKDTree.search(pdev, N, neighbors); 
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The N returned points are sorted by index, and for each returned point pi we build the 

two associated line segments ( [pi-1  pi] and [pi  pi+1]  ) and insert them into an 

ordered list of candidate line segments that might contain the closest point to our 

haptic probe.  This ordering reduces redundancy; we now have a maximum of (but 

generally less than) 2N line segments to search.  We can compactly represent each line 

segment as its first index, so we can store the candidate set as an ordered, non-

redundant list of indices: 

 

// Sort the candidate line segments by index 

std::set<unsigned int> candidateSegments; 

for(unsigned int i=0; i<N; i++) 

  candidateSegments.insert(neighbors[i]); 

 

 

 

Now for each of those candidate segments, we compute the smallest distance between 

our device position pdev and the segment, using the approach presented (and available 

online) in [171].  We assume we have a function distanceToSegment that takes a test 

position and a segment defined by the indices of its two endpoints and returns the 

corresponding distance and point of closest approach (as a t-value, where 0.0 is the 

segment start and 1.0 is the segment endpoint).  We find the segment with the smallest 

distance to the haptic device point: 

 

// Find the point of closest approach among all candidate segments 

 

struct distanceRecord { 

  int segmentIdx; 

  float t; 

  float distance; 

}; 

 

float shortestDistance = FLT_MAX; 

distanceRecord closest; 

std::set<unsigned int>::iterator iter; 

 

// Loop over all candidate segments 

for(iter=candidateSegments.begin(); 

  iter != candidateSegments.end(); iter++) { 

 

  int index = *iter; 

  float t; 

 

  // What‟s the smallest distance to this segment? 

  float distance =   

    distanceToSegment(pdev,index,index+1,t); 

  distanceRecord dr(index,t,distance); 
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  // Is this the smallest distance we‟ve found so far (to any segment)? 

  if (distance < shortestDistance) { 

    closest = dr; 

    shortestDistance = distance; 

  } 

 

} 

 

 

For most curves, it is now sufficient to simply apply a constraint force pulling the 

device toward the closest point on the closest segment with stiffness kconstraint: 

 

// Generate a constraint force pulling the haptic device toward the closest  

// point on the curve 

 

vector start =  

  myCurve.points[closest.segmentIdx].pos; 

vector end = 

  myCurve.points[closest.segmentIdx +1].pos; 

vector closestPoint = 

  start + (end - start) * closest.t; 

vector force = 

  kconstraint * (closestPoint – pdev); 

 

 

This approach, however, fails in the case illustrated in Figure 46.  Here, due to normal 

deviation from the constraint path (resulting from limited stiffness), the device passes 

through vertex 4 on its way between vertices 1 and 2, but should still be constrained to 

segment [1,2] to guide the user along the correct curve shape.  This can be handled by 

a modification to our distance-computation function, which takes into account the 

arcdistance of the point to which the haptic device was most recently constrained.  

Essentially, when choosing the closest point on the curve, we want to penalize points 

that are far from the test point both in Euclidean distance and in arclength. 
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Figure 46. The device passes through vertex 4 on its way between vertices 1 and 2, but 

should still be constrained to segment [1,2] to guide the user along the correct curve 

shape. 

 

We assume that the distance computation function is provided the arcposition 

of the point to which the device was previously constrained (or a flag indicating that 

this is a new constraint and there is no previous state, in which case the distance 

returned is just the usual Euclidean distance).  For each segment we process, we find 

the closest point on that segment to the haptic device and compute the corresponding 

Euclidean distance as usual.  We then take the absolute difference in arcposition 

between this point and the previous constraint point, multiply it by an empirically-

selected penalty factor, and return this weighted ―score‖ as our distance value in the 

above routine (this pseudocode replaces the distance computation in the above 

routine): 

 

// known from our previous iteration 

float previousArcPos; 

 

float distance = distanceToSegment(pdev, 

  index,index+1,t); 

 

// Find the arcposition of the closest point of approach on this segment 

float newArcPos = 

  (myCurve.points[index].arcpos*t) 

  + 
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  (myCurve.points[index+1].arcpos*(1.0–t)); 

 

// Find the arcdistance between this test point and my previous constraint 

// position 

float arcidst = 

  fabs(previousArcPos – newArcPos); 

 

// Weight our 'distance' value according to this arcposition. 

distance = distance + 

  arcidst * ARC_PENALTY_WEIGHT; 

 

 

 

Higher values of ARC_PENALTY_WEIGHT maximally eliminate ―jumping‖ along 

the curve (Figure 46).  However, inappropriately high values may cause friction-like 

effects as the user rounds sharp corners in the curve and is prevented from ―jumping‖ 

around corners when he should be allowed to move to subsequent segments.  We have 

found this effect to be imperceptible for a wide range of values of 

ARC_PENALTY_WEIGHT (see Section 6.2.3). 

 

6.2.3 Implementation and Results 

The above algorithm was implemented in C++ using the public-domain kd-tree 

available in [136], a Phantom haptic device [110], and the CHAI 3D libraries for 

haptics and visualization [42].  Curves were generated according to [129], with 2000 

points.  N (number of nearest neighbors to search) was set to 100, with the arc penalty 

weight set to 1.0. 

Figure 47 demonstrates the robustness of our approach.  We see the actual path 

of the device in green, constrained by force vectors (indicated in black) to the curve.  

We see several regions (highlighted in blue) where the device very closely approaches 

a region of the curve that is distant from the current constraint position in terms of 

arclength, and the constraint position correctly remains on the current region of the 

curve. 
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Figure 47. Black lines indicate correspondences between device position (green) and 

constraint position (red).  The highlighted areas show regions where the device 

approached a region on the curve that was distant in terms of arclength and was thus 

appropriately constrained to the current curve segment, despite being physically closer 

to the “incorrect” segment. 

 

For the constant values presented above, mean computation time per haptic 

iteration on a 1GHz Pentium 4 was 0.2ms, well below the accepted perceptual 

threshold of 1ms per haptic computation.  Figure 48 shows the dependence of 

computation time on the number of samples in the trajectory for a fixed N (number of 

neighbors used in constraint search).  We see that even with very large trajectories (up 

to two million samples), computation time is well below 1ms.  Figure 49 shows the 

dependence of computation time on N (number of neighbors used in constraint search) 

for a fixed trajectory size.  Although this increase is also approximately linear, there is 

a much more expensive constant factor associated with increasing N, since this 

increases the number of floating-point distance computations. 
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Figure 48.  Increase in computation time with increasing trajectory size, N (number of 

neighbors used) fixed at 100.  The increase is approximately linear, but even with two 

million samples, the computation time is well under 1ms. 
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Figure 49.  Increase in computation time with increasing N (number of neighbors used), 

trajectory size fixed at 2000.   

 

As a final point, we note that our distance-computation function generates the 

closest point returned from each point/segment comparison, so this is the only part of 

our overall approach that would need to be modified to represent line segments as 

Bezier curve segments or other interpolation functions. 

An implementation of the algorithm discussed here is included as part of 

our ―haptic mentoring‖ experimental platform [129], available at: 
 

http://cs.stanford.edu/~dmorris/haptic_training 

6.3 Distance Map Generation 

6.3.1 Terminology 

For an object O on 
n
 and a set of points P on 

n
, the distance field is defined as the 

smallest distance from each point in P to a point on O.  The distance metric is 

generally Euclidean distance, but any symmetric, non-negative function satisfying the 

triangle inequality can serve as a distance metric.  The distance map is the distance 

field annotated with the position of the closest point on O for each point in P.  When 

O is an orientable surface (a surface that partitions 
n
 into two subspaces), the sign of 

the stored distance at a point indicates the subspace in which that point lies (in 

particular, this sign is often used to indicate whether a point is inside or outside a 

closed surface O).  The distance transform takes a set of points P and an object O and 

annotates P with a distance map on O.  The closely-related closest-point transform 

takes a set of points P and an object O and annotates each point in P with the location 

of the closest point on O, without distance information.  The closest-point transform is 

computed by definition whenever a distance map is generated. 

http://cs.stanford.edu/~dmorris/haptic_training


 115 

6.3.2 Background 

The distance map is an implicit object representation with extensive applications in 

computer graphics, for example in physical simulation [59] and isosurface generation 

[205]. 

Distance maps have also been applied in haptics, to search for collisions 

between a haptic tool and the environment [117], to provide constraint forces when 

navigating a volume [17], and to constrain a surface contact point to the boundary of a 

region [98]. 

Several methods have been proposed for computing distance fields, distance 

maps, and closest point transforms.  Many applications in computer animation use the 

approximate but extremely efficient Fast Marching Method [175].  [113] proposes a 

method based on Voronoi regions and local rasterization, and provides an open-source 

implementation [112].  More recently, approaches have emerged that use parallel 

graphics hardware to accelerate distance field computation [189]. 

We propose an alternative method for generating exact distance maps from 

point sets to triangle meshes that leverages bounding-box structures, which are already 

generated as a preprocessing step for many interactive applications in haptics and 

graphics. 

6.3.3 Distance Map Generation 

The following procedure assumes that we are given a list of points P, preferably sorted 

in an order that promotes spatial coherence (this is generally the case in practice, 

where regular voxel grids are used as the point set and sorting is trivial).  We are also 

given a set of triangles M, which represent one or more logical objects in a scene. 

We further assume that a bounding-volume hierarchy has been built on M.  A 

strength of this approach is that it leverages common bounding-volume techniques, 

which are used in a variety of existing applications in haptics and graphics.   Without 

loss of generality, we will assume that the hierarchy is composed of axis-aligned 

bounding boxes (AABB‘s).  Further details on the construction and characteristics of 

AABB trees can be found in [40]. 
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The general approach to finding the closest point on M to a point Pi in P is to 

descend the AABB tree, computing lower and upper bounds on the distance to each 

box we descend, and tracking the lowest upper bound dlu we‘ve encountered so far 

(the lowest ―guaranteed‖ distance).  If the lower bound for a box is farther from Pi 

than dlu, we can skip this box (see Figure 50).  Using this culling approach and 

exploiting spatial coherence among subsequent points in P by selectively mixing 

breadth-first and depth-first examination of our bounding volume hierarchy, we can 

build distance maps in a manner that is both efficient and heavily parallelizable. 

Box A

Upper-bound distance 

for box B

Lower-bound distance 

for box B

Box D

Box C

Box B

Upper-bound distance 

for box A

Lower-bound distance 

for box A

Pi

Box A

Upper-bound distance 

for box B

Lower-bound distance 

for box B

Box D

Box C

Box B

Upper-bound distance 

for box A

Lower-bound distance 

for box A

Pi  

Figure 50.  Distance transformation for point Pi.  If we’ve processed Box A before we 

process Box B, we will not descend to Box B’s children, because Box B’s lower-bound 

distance is greater than Box A’s upper-bound distance. 

 

In the following pseudocode, we assume without loss of generality that the 

AABB tree representing our triangle mesh is in the same coordinate frame as our point 

list; in practice coordinate transformations are performed before distance computation 

begins.  We also assume for clarity of terminology that the list of points P is a series of 

voxel locations (this is the case when computing the distance transform on a regular 

grid), so we refer to the Pi‘s as ―voxels‖ and locations on the surface M as ―points‖. 

 

// A simple AABB tree hierarchy 



 117 

 

// A generic tree node maintaining only a parent pointer.  This pseudocode 

// avoids pointer notation; all links within the tree and all references to  

// AABBNode‟s in the code should be read as pointers. 

struct AABBNode { AABBNode parent; }; 

 

// A structure representing a bounding box and pointers to child nodes. 

struct AABBox : public AABBNode { 

 

  // the actual bounding box 

  vector3 xyzmax, xyzmin; 

 

  // my children in the AABB tree 

  AABBNode left, right; 

} 

 

// A structure representing a leaf node 

struct AABBLeaf : public AABBNode { 

  triangle t; 

} 

 

// The inputs to our problem 

 

// The Pi‟s 

std::list<vector3> voxels; 

 

// The triangle set M, pre-processed into an AABB tree 

AABBox tree_root; 

 

// All the boxes we still need to look at for the current voxel.  This may  

// not be empty after a voxel is processed; placing nodes here to be used for  

// the next voxel is our mechanism for exploiting spatial coherence. 

std::list<AABBNode> boxes_to_descend; 

 

// The smallest squared distance to a triangle we‟ve seen so far for the  

// current voxel... 

//  

// We generally track squared distances, which are faster to compute than  

// actual distances.  When all is said and done, taking the square root of  

// this number will give us our distance value for this voxel. 

float lowest_dist_sq = FLT_MAX; 

 

// The point associated with this distance 

vector3 closest_point; 

 

// The tree node associated with the closest point.  We store this to help us  

// exploit spatial coherence when we move on to our next voxel. 

// 

// This will always be a leaf. 

AABBNode closest_point_node; 

   

// The lowest upper-bound squared distance to a box we‟ve seen so far for  

// the current voxel. 

float lowest_upper_dist_sq = FLT_MAX; 

 

// Process each voxel on our list, one at a time... 

 

std::list<vector3>::iterator iter = 

  voxels.begin(); 

 

while (iter != voxels.end) { 
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  // Grab the next point 

  vector3 v = (*iter); 

 

  // Now we‟re going to find the closest point in the tree (tree_root) 

  // to v... 

  //  

  // See below for the implementation of find_closest_point. 

  find_closest_point(v); 

 

  // Now output or do something useful with lowest_dist_sq and closest_point;  

  // these are the values that should be associated with v in our output  

  // distance map... 

  do_something_useful(); 

 

  // So it‟s time to move on to the next voxel.  We‟d like to exploit spatial  

  // coherence by giving the next voxel a "hint" about where to start looking  

  // in the tree.  See the explanation below for what this does; the summary  

  // is that it seeds 'boxes_to_descend' with a good starting point for the  

  // next voxel. 

  seed_next_voxel_search(); 

 

} 

   

// Find the closest point in our mesh to the sample point v  

void find_closest_point(vector3 v) { 

 

  // Start with the root of the tree 

  boxes_to_descend.push_back(tree_root); 

 

  while(!(boxes_to_descend.empty)) { 

    AABBNode node = 

      boxes_to_descend.pop_front(); 

    process_node(node,v); 

  } 

 

} 

 

// Examine the given node and decide whether we can discard it or whether we  

// need to visit his children.  If it‟s a leaf, compute an actual distance  

// and store it if it‟s the closest so far. 

// 

// Used as a subroutine in the main voxel loop (above). 

void process_node(AABBNode node, vector3 v){ 

 

  // Is this a leaf?  We assume we can get this from typing, or that the  

  // actual implementation uses polymorphism and avoids this check. 

  bool leaf = isLeaf(node); 

 

  // If it‟s a leaf, we have no more descending to do, we just need to  

  // compute the distance to this triangle and see if it‟s a winner. 

  if (leaf) { 

 

    // Imagine we have a routine that finds the distance from a point to a  

    // triangle; [171] provides an optimized routine with a thorough  

    // explanation. 

    float dsq; 

    vector3 closest_pt_on_tri; 

 

    // Find the closest point on our triangle (leaf.t) to v, and the squared  

    // distance to that point.  

    compute_squared_distance(v,leaf.t, 

      dsq,closest_pt_on_tri; 
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    // Is this the shortest distance so far? 

    if (dsq < lowest_dist_sq) { 

 

      // Mark him as the closest we‟ve seen 

      lowest_dist_sq = dsq; 

      closest_point = clost_pt_on_tri; 

      closest_point_node = node; 

 

      // Also mark him as the "lowest upper bound", because any future boxes  

      // whose lower bound is greater than this value should be discarded. 

      lowest_upper_dist_sq = dsq; 

    } 

 

    // This was a leaf; we‟re done with him whether he was useful or not. 

    return; 

  } 

 

  // If this is not a leaf, let‟s look at his lower- and upper-bound  

  // distances from v. 

  // 

  // Computing lower- and upper-bound distances to an axis-aligned bounding  

  // box is extremely fast; we just take the farthest plane on each axis 

  float best_dist = 0; 

  float worst_dist = 0; 

 

  // If I'm below the x range, my lowest x distance uses the minimum x, and 

  // my highest uses the maximum x 

  if (v.x < node.box.xyzmin.x) {    

    best_dist += node.box.xyzmin.x - v.x; 

    worst_dist += node.box.xyzmax.x - v.x; 

  } 

 

  // If I'm above the x range, my lowest x distance uses the maximum x, and  

  // my highest uses the minimum x 

  else if (v.x > node.box.xyzmax.x) { 

    best_dist += v.x - node.box.xyzmax.x; 

    worst_dist += v.x - node.box.xyzmin.x; 

  } 

 

  // If I'm _in_ the x range, x doesn't affect my lowest distance, and my  

  // highest-case distance goes to the _farther_ of the two x distances 

  else { 

    float dmin = 

       fabs(node.box.xyzmin.x - v.x); 

    float dmax = 

       fabs(node.box.xyzmax.x - v.x); 

    double d_worst = (dmin>dmax)?dmin:dmax; 

    worst_dist += d_worst; 

  } 

 

  // Repeat for y and z... 

 

  // Convert to squared distances 

  float lower_dsq = best_dist * best_dist; 

  float upper_dsq = worst_dist * worst_dist; 

 

  // If his lower-bound squared distance is greater than  

  // lowest_upper_dist_sq, he can‟t possibly hold the closest point, so we  

  // can discard this box and his children. 

  if (lower_dsq > lowest_upper_dist_sq) 

    return; 
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  // Check whether I‟m the lowest upper-bound that we‟ve seen so far, 

  // so we can later prune away non-candidate boxes. 

  if (upper_dsq < lowest_upper_dist_sq) { 

    lowest_upper_dist_sq = upper_dsq; 

  } 

 

  // If this node _could_ contain the closest point, we need to process his  

  // children. 

  // 

  // Since we pop new nodes from the front of the list, pushing nodes to the  

  // front here results in a depth-first search, and pushing nodes to the  

  // back here results in a breadth-first search.  A more formal analysis of  

  // this tradeoff will follow in section 6.3.4. 

  boxes_to_descend.push_front(node.left); 

  boxes_to_descend.push_front(node.right); 

 

  // Or, for breadth-first search... 

  // boxes_to_descend.push_back(node.left); 

  // boxes_to_descend.push_back(node.right); 

} 

 

When we‘ve finished a voxel and it‘s time to move on to the next voxel, we‘d 

like to exploit spatial coherence by giving the next voxel a ―hint‖ about where to start 

looking in the tree.   We expect the node that contains the closest point to the next 

voxel to be a ―near sibling‖ of the node containing the closest point to the current 

voxel, so we‘ll let the next voxel‘s search begin at a nearby location in the tree by 

walking a couple nodes up from the best location for this voxel. 

The constant TREE_ASCEND_N controls how far up the tree we walk to find 

our ―seed point‖ for the next voxel.  Higher values assume less spatial coherence and 

require more searching in the case that the next voxel is extremely close to the current 

voxel.  Lower values assume more spatial coherence and optimize the case in which 

subsequent voxels are very close, while running a higher risk of a complete search. 

Section 6.3.4 discusses the selection of an optimal value for 

TREE_ASCEND_N. 

 

void seed_next_voxel_search() { 

 

  // Start at the node that contained our closest point and walk a few levels 

  // up the tree. 

  AABBNode seed_node = closest_point_node; 

  for(int i=0; i<TREE_ASCEND_N; i++) { 

    if (seed_node.parent == 0) break; 

    else seed_node = seed_node.parent;  

  } 

 

  // Put this seed node on the search list to be processed with the next  
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  // voxel. 

  boxes_to_descend.push_back(seed_node); 

 

} 

 

In summary, for each voxel in Pi we track the lowest upper-bound distance that 

we‘ve found for a box as we descend our AABB tree, and discard boxes whose lower-

bound distance is larger.  When we reach a leaf node, we explicitly compute distances 

and compare to the lowest distance we found so far.  We exploit spatial coherence 

when processing a voxel by first searching a small subtree in which we found the 

closest point for the previous voxel. 

 

6.3.4 Implementation and Results 

The approach presented here was evaluated in the context of generating internal 

distance fields (finding and processing only voxels that lie inside a closed mesh) 

during the process of voxelization.  Voxelizer is an application written in C++ that 

loads meshes and uses a flood-filling process to generate voxel representations of 

those meshes, optionally including distance fields.  Both the flood-filling and the 

distance-field generation use the public-domain AABB tree available in CHAI [42]. 

To evaluate the suitability of our approach and the benefit of our exploitation 

of spatial coherence, we generated voxel arrays and distance fields for a variety of 

meshes (Figure 51 and Figure 52) at a variety of voxel densities and a variety of 

values for TREE_ASCEND_N (see above).  Furthermore, at each parameter set, we 

generated distance fields using both depth- and breadth-first search.  The following 

sections discuss the performance results from these experiments. 
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(c) (d)

(a) (b)

(c) (d)
 

Figure 51.  Meshes used for evaluating distance map computation.  (a) Gear: 1000 

triangles. (b) Happy: 16000 triangles. (c) Dragon: 203000 triangles (d) Bunny: 70,000 

triangles. 

 

 

(a) (b)

(c) (d)

(a) (b)

(c) (d)
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Figure 52.  The same meshes displayed in Figure 51, after using the voxelizer application 

to identify internal voxels (voxel centers are shown in green for surface voxels and red 

for internal voxels) by flood-filling.  The long axis resolution in each case here is 50 

voxels. 

 

6.3.4.1  Overall Performance 

Table 3 shows the computation time for flood-filling and distance-field generation for 

each of the four test meshes at a variety of resolutions.  The ―dragon‖, ―bunny‖, and 

―happy‖ models were obtained from the Stanford 3D Scanning Repository [82].  The 

―gear‖ model was obtained from the TetGen examples page [83].  The voxel arrays 

generated contain surface and internal voxels only; the full distance field for voxels 

outside the mesh is not generated.  ―Long axis resolution‖ indicates the number of 

voxels into which the longest axis of the mesh‘s bounding-box is divided; voxels are 

isotropic so the resolutions of the other axes are determined by this value. 

 

Mesh Triangles Long axis  Voxels Total time (s) Distance time (s) 

bunny 70k 30 7168 0.736 0.683 

bunny 70k 75 95628 6.107 5.282 

bunny 70k 135 529024 29.033 25.258 

bunny 70k 195 1561728 82.341 71.585 

gear 1k 30 4156 0.144 0.117 

gear 1k 75 54270 1.751 1.383 

gear 1k 135 286813 9.228 7.282 

gear 1k 195 829321 27.137 21.387 

happy 16k 30 2020 .13495 .1177 

happy 16k 75 25308 1.387 1.208 

happy 16k 135 132910 6.132 5.261 

happy 16k 195 381120 16.956 14.48 

dragon 203k 30 2550 0.494 0.47 

dragon 203k 75 31674 3.158 2.859 

dragon 203k 135 164061 11.839 10.558 

dragon 203k 195 468238 30.13 26.633 
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Table 3.  A comparison of flood-filling and distance-computation times for all four 

meshes at a variety of voxel resolutions. 

 

We note that for small resolutions, on the order of 30 voxels, times for distance 

computation are interactive or nearly interactive, even for complex meshes.  We also 

note that in general, distance computation represents the significant majority of the 

total time required to perform the combined flood-filling and distance-field generation 

(on average, distance-field generation represents 86% of the total time). 

Figure 53 shows the dependence of computation time on long axis resolution 

for all four meshes.  As expected, all meshes display an exponential increase in 

computation time as voxel resolution increases, but even at very high resolutions, 

computation time is tractable for preprocessing applications (only above one minute 

for one of the four meshes and only above a long axis resolution of 180 voxels). 
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Figure 53.  Performance of our distance-map computation approach on all four meshes 

at a variety of mesh resolutions.   
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6.3.4.2  Spatial Coherence 

To analyze the benefit of exploiting spatial coherence in distance-map computation, 

and to identify the optimal value of TREE_ASCEND_N (the number of tree levels to 

step up in generating a ―hint‖ location for the next voxel‘s distance search), voxel 

arrays and distance fields were generated for all four meshes with various values of 

TREE_ASCEND_N.  Figure 54 shows the results for the ―happy‖ mesh (this mesh 

was chosen arbitrarily; results were similar for all four meshes).  A 

TREE_ASCEND_N value of -1 indicated that spatial coherence was not exploited at 

all; i.e. every distance search started at the top of the tree.  A value of 0 indicated that 

the ―hint‖ node was the leaf node (a single triangle) that contained the shortest 

distance for the previous voxel. 

Exploting spatial coherence yields five-fold improvement in performance (a 

reduction in distance field time from 62 seconds to 13 seconds) for the largest 

resolution shown in Figure 54.  This corresponds to the difference between 

TREE_ASCEND_N values of 0 and 1.  Further increasing TREE_ASCEND_N does 

not further improve performance; it is clear in Figure 54 that zero is the optimal value.  

This is equivalent to assuming that locality extends as far as the closest triangle; it 

isn‘t worth searching neighboring AABB nodes as well before searching the whole 

tree. 
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Figure 54.  Performance benefit of exploiting spatial coherence and optimal value 

selection for TREE_ASCEND_N (results shown here are for the “happy” mesh).  A 

value of -1 indicated that spatial coherence was not exploited at all.  A value of 0 

indicated that the “hint” node was the leaf node (a single triangle) that contained the 

shortest distance for the previous voxel. 

 

6.3.4.3  Depth- vs. Breadth-First Search 

To compare the use of depth- and breadth-first distance search, voxel arrays and 

distance fields were generated for all four meshes using each approach.  Figure 55 

shows the results when using the optimal TREE_ASCEND_N value of 0.  Depth-first 

search is consistently better, but by a very small margin. 
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Figure 55.  Comparison of depth- and breadth-first search for the “happy” mesh using a 

TREE_ASCEND_N value of 0 (optimal). 

 

When spatial coherence is not exploited – which serves as a surrogate for the 

case in which the point set is not sorted and does not provide strong spatial coherence 

– depth-first search performs significantly better.  This is illustrated in Figure 56, 

which shows results for the ―happy‖ mesh at various resolutions with no assumption 

of spatial coherence. 
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Figure 56.  Comparison of depth- and breadth-first search for the “happy” mesh using a 

TREE_ASCEND_N value of -1 (no exploitation of spatial coherence). 

 

6.3.5 Implementation Availability 

A binary version of this application, with documentation and the models used in these 

experiments, is available online at: 

 

http://cs.stanford.edu/~dmorris/voxelizer 

 

Voxelizer is currently used to generate the voxel meshes used in [126]; distance fields 

are used to shade voxels based on their distances to anatomic structures. 

Future work will include leveraging the obvious parallelism available in this 

approach; voxels are processed nearly independently and could easily be distributed 

across machines with a nearly linear speedup.  Furthermore, the simple nature of the 

computations performed here makes this suitable to parallelization across simple 

processing units, such as those available on commercial GPU‘s, which have been 

successfully used to process AABB-based collision queries by [201].  We would also 

http://cs.stanford.edu/~dmorris/voxelizer
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like to explore the performance impact of using other bounding-volume hierarchies 

(e.g. oriented-bounding-box trees and sphere trees), which fit trivially into our 

framework. 

6.4 Haptic Data Logging 

6.4.1 Background 

It is conventionally accepted that a user will begin to notice discretization artifacts in a 

haptic rendering system if the system‘s update rate falls below 1kHz.  Furthermore, as 

a haptic application‘s update rate falls, the system becomes more prone to instability 

and constraint violation.  With this in mind, it is essential that designers of haptic 

software structure applications to allow high-bandwidth, low-latency generation of 

haptic forces. 

There are two relevant implications of this requirement.  First of all, haptic 

computation must run on a thread that allows computation at 1kHz.  This is non-trivial 

on single-CPU systems running non-real-time operating systems, which typically have 

thread timeslices of 15ms or more.  In other words, naively sharing the CPU among a 

haptic application thread and other application or system threads will not nearly 

provide the necessary performance.  Boosting thread and process priority is a simple 

solution that is offered by common OS‘s, but indiscriminately boosting thread priority 

can prevent other application tasks (e.g. graphic rendering) and even critical operating 

system services from running.  Common solutions to this problem include using dual-

CPU PC‘s, boosting thread priority while manually ensuring that the persistent haptic 

loop will yield periodically, and/or using hardware-triggered callbacks to control the 

rate of haptic force computation. 

Additionally, this stringent performance constraint means that ―slow‖ tasks 

(those that require more than one millisecond on a regular basis) cannot be placed in 

the critical path of a haptic application.  Graphic rendering, for example, is often 

computationally time-consuming and is generally locked to the refresh rate of the 

display, allowing a peak throughput of approximately 30Hz on most systems (lower if 



 130 

the graphical scene is particularly complex).  For this reason, nearly all visuohaptic 

applications decouple graphic and haptic rendering into separate threads. 

Disk I/O is another task that incurs high latencies (often over 10ms), 

particularly when bandwidth is high.  For a haptic application that requires constantly 

logging haptic data to disk – such as a psychophysical experiment involving a haptic 

device – it is essential to place blocking disk I/O on a thread that is distinct from the 

haptic rendering thread. 

Using this common scheme, data synchronization between a haptic thread 

(which collects position data from the haptic device, computes forces, and sends 

forces to the device) and a ―slow‖ thread (handling graphics and disk I/O) can become 

a bottleneck.  Traditional locks allow the slow thread to block the haptic thread, and if 

the locked region includes a high-latency operation, the haptic thread can stall for an 

unacceptable period.  Many applications are able reduce the data exchanged among 

threads to a few vectors or small matrices, and forego synchronization entirely since 

the probability and impact of data conflicts are rare. 

Data logging tasks, however, cannot take this approach.  Even small errors 

resulting from race conditions can place data files in an unrecoverable state.  

Furthermore, the high bandwidth of data flow increases the probability of conflicts if 

data queued for file output is stored in a traditional linked list.  We thus present a data 

structure that allows lock-free synchronization between a producer thread and a 

consumer thread, with the constraint that the consumer thread does not need to access 

data immediately after the data are produced.  The only synchronization primitive 

required is an atomic pointer-sized write, provided by all current hardware.  This 

structure does not address sleeping; it‘s assumed that the producer never sleeps (it‘s a 

high-priority loop).  Periodically waking the consumer – who might sleep – is a trivial 

extension. 

We present this approach in the context of a haptic application, but it‘s equally 

applicable to other applications with similar threading structures, for example 

neurophysiological and psychophysical experiments.  For example, the 
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implementation discussed here is used by the software presented in [131], which is 

used in the experiments presented in [145]. 

6.4.2 Data Structure 

The data structure presented is labeled a ―blocked linked list‖ (BLL).  The BLL is a 

linked list of blocks of data records; the list‘s head pointer is manipulated only by the 

consumer, and the list‘s tail pointer is manipulated only by the producer.  The BLL is 

initialized so that the head and tail pointers point to a single block.  In pseudocode: 

 

struct bll_record { 

  // the relevant data structure is defined here; in practice the BLL is  

  // templated and this structure is not explicitly defined 

}; 

 

struct bll_block { 

 

  // the data stored in this block 

  bll_record data[BLOCK_SIZE]; 

 

  // how many data records have actually 

  // been inserted? 

  int count=0; 

 

  // conventional linked list next pointer 

  bll_block* next=0; 

 

}; 

 

struct BLL { 

 

  // conventional linked list head/tail ptrs 

  bll_block *head,*tail; 

 

  // initialize to a new node 

  BLL() { head = tail = new bll_block; } 

 

}; 

 

The BLL offers the following interface: 

 

// This function is called only by the producer (haptic) thread to insert a  

// new piece of data into the BLL. 

void BLL::push_back(bll_record& d) { 

 

  // If we‟ve filled up a block,  allocate a new one.  There‟s no risk of  

  // conflict because the consumer never accesses the tail. 

  if (tail->count == BLOCK_SIZE) { 

 

    bll_block* newtail = new bll_block; 

    newtail->next = tail; 
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    // After this, I can never touch the old tail again, since the consumer  

    // could be using it. 

    tail = newtail; 

 

  } 

 

  // insert the new data record 

  tail->data[count] = d; 

  count++; 

 

} 

 

// This function is called only by the consumer (logging) thread to flush all  

// available data to disk 

void BLL::safe_flush() { 

   

  // If the tail pointer changes during this call, after this statement, 

  // that‟s fine; I‟ll only log up to  the tail at this instant.  I can‟t 

  // access „tail‟ directly for the rest of this call. 

  bll_block* mytail = tail; 

 

  // If there are no filled blocks, this loop won‟t run; no harm done.   

  while(head != mytail) { 

 

    // Dump this whole block to disk or perform other high-latency operations 

    fwrite(head->data, sizeof(bll_record),BLOCK_SIZE,myfile); 

 

    // Increment the head ptr and clean up what we‟re done with 

    bll_block oldhead = head; 

    head = head->next; 

    delete oldhead; 

 

  } 

   

}; 

 

The central operating principle is that the push_back routine only accesses the current 

tail; when the tail is filled, a new block becomes the tail and this routine never touches 

the old tail again.  The safe_flush routine flushes all blocks up to but not including 

the current tail.  If the current tail changes during this routine‘s execution, it may leave 

more than one block unflushed, but it will not conflict with the producer‘s push_back 

routine. 

These two routines comprise the important components of the data structure; 

required but not detailed here are additional initialization routines and a ―tail flush‖ 

routine that flushes the current tail block and can be run when the producer is 

permanently finished or has downtime (the pseudocode above never flushes the last, 

partially-filled block).  The BLL also presents an O(N) routine for safe random 
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element access by the consumer thread, allowing access to elements up to but not 

including the head block. 

6.4.3 Implementation and Results 

A template-based, C++ implementation of this data structure is available at: 

 

http://cs.stanford.edu/~dmorris/code/block_linked_list.h 

 

This implementation was used in [129], [131], and [145], and introduced no disk 

latency on the high-priority haptic/experiment threads. 

BLOCK_SIZE is a performance variable; in practice it is also templated but it 

need not be the same for every block.  Higher values improve bandwidth on the 

consumer thread, since larger disk writes are batched together and allocated memory is 

more localized, but may result in larger peak latencies on the consumer thread (due to 

larger writes).  Higher values of BLOCK_SIZE also increase the latency between 

production and consumption.  A BLOCK_SIZE value of 1000 was used in [129], 

[131], and [145]. 

 

 

 

 

 

http://cs.stanford.edu/~dmorris/code/block_linked_list.h
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7 Standardized Evaluation of Haptic 

Rendering Systems 

For many applications in haptics, haptic feedback doesn‘t need to be accurate in a 

physical sense, it just needs to ―feel good‖ in a way that‘s appropriate for the 

application.  This includes, for example, haptic games (Figure 57a) and haptic CAD 

applications like virtual sculpting (Figure 57b). 

 

   

      (a)            (b) 

Figure 57. Haptic applications that require only limited force-realism. 

 

But for applications that require transferring skills from a virtual environment 

to the real world, in particular for our haptic surgical training system, it‘s critical that a 

haptic training environment not only be usable, but also be haptically accurate in terms 

of the absolute forces that the user is learning to apply in simulation.  However, haptic 

applications are often built using existing algorithms and libraries whose real-world 

accuracy has not been experimentally verified.  This is a problem that faces us in 

developing and verifying the surgical simulation environment presented in Section 3. 
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On a related note, haptics researchers and engineers face a 

particular challenge in reporting their results and assessing 

published results. The bottom line result in many papers on haptics 

is that an author has devised a new method for rendering some 

physical phenomenon (e.g. friction, texture, etc.) but, it is often 

difficult to convey or assess the true result – which is a haptic 

sensation – in a printed or electronic publication. 

 So we‘d like to address both of these problems: assessing the absolute 

accuracy of haptic rendering algorithms, and also providing a standardized way of 

presenting and comparing results in haptics.  This section of the thesis describes the 

use of haptic ground truth data to approach these challenges. 

 The work presented here was published as [165]. 

 

 

 

 

The development and evaluation of haptic rendering algorithms presents two unique 

challenges.  Firstly, the haptic information channel is fundamentally bidirectional, so 

the output of a haptic environment is fundamentally dependent on user input, which is 

difficult to reliably reproduce. Additionally, it is difficult to compare haptic results to 

real-world, ―gold standard‖ results, since such a comparison requires applying 

identical inputs to real and virtual objects and measuring the resulting forces, which 

requires hardware that is not widely available.  We have addressed these challenges by 

building and releasing several sets of position and force information, collected by 

physically scanning a set of real-world objects, along with virtual models of those 

objects.  We demonstrate novel applications of this data set for the development, 

debugging, optimization, evaluation, and comparison of haptic rendering algorithms. 
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7.1 Introduction and Related Work 

Haptic rendering systems are increasingly oriented toward representing realistic 

interactions with the physical world.  Particularly for simulation and training 

applications, intended to develop mechanical skills that will ultimately be applied in 

the real world, fidelity and realism are crucial. 

A parallel trend in haptics is the increasing availability of general-purpose 

haptic rendering libraries (e.g. [42], [174], [173]), providing core rendering algorithms 

that can be re-used for  numerous applications.  Given these two trends, developers 

and users would benefit significantly from standard verification and validation of 

haptic rendering algorithms. 

In other fields, published results often ―speak for themselves‖ – the correctness 

of mathematical systems or the realism of images can be validated by reviewers and 

peers.  Haptics presents a unique challenge in that the vast majority of results are 

fundamentally interactive, preventing consistent repeatability of results.  Furthermore, 

it is difficult at present to distribute haptic systems with publications, although several 

projects have attempted to provide deployable haptic presentation systems ([42], [70]). 

Despite the need for algorithm validation and the lack of available approaches 

to validation, little work has been done in providing a general-purpose system for 

validating the physical fidelity of haptic rendering systems.  Kirkpatrick and Douglas 

[99] present a taxonomy of haptic interactions and propose the evaluation of complete 

haptic systems based on these interaction modes, and Guerraz et al [71] propose the 

use of physical data collected from a haptic device to evaluate a user‘s behavior and 

the suitability of a device for a particular task.  Neither of these projects addresses 

realism or algorithm validation.  Raymaekers et al [159] describe an objective system 

for comparing haptic algorithms, but do not correlate their results to real-world data 

and thus do not address realism.  Hayward and Astley [78] present standard metrics 

for evaluating and comparing haptic devices, but address only the physical devices and 

do not discuss the software components of haptic rendering systems.  Similarly, 

Colgate and Brown [41] present an impedance-based metric for evaluating haptic 

devices.  Numerous projects (e.g. [58], [193]) have evaluated the efficacy of specific 
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haptic systems for particular motor training tasks, but do not provide general-purpose 

metrics and do not address realism of specific algorithms.  Along the same lines, 

Lawrence et al [104] present a perception-based metric for evaluating the maximum 

stiffness that can be rendered by a haptic system. 

This section addresses the need for objective, deterministic haptic algorithm 

verification and comparison by presenting a publicly available data set that provides 

forces collected from physical scans of real objects, along with polygonal models of 

those objects, and several analyses that compare and/or assess haptic rendering 

systems.  We present several applications of this data repository and these analysis 

techniques: 

 

 Evaluation of rendering realism: comparing the forces generated from a 

physical data set with the forces generated by a haptic rendering algorithm 

allows an evaluation of the physical fidelity of the algorithm. 

 

 Comparison of haptic algorithms: Running identical inputs through multiple 

rendering algorithms allows identification of the numeric strengths and 

weaknesses of each. 

 

 Debugging of haptic algorithms: identifying specific geometric cases in which 

a haptic rendering technique diverges from the correct results allows the 

isolation of implementation bugs or scenarios not handled by a particular 

approach, independent of overall accuracy. 

 

 Performance evaluation: Comparing the computation time required for the 

processing of a standard set of inputs allows objective comparison of the 

performance of specific implementations of haptic rendering algorithms. 

 

The data and analyses presented here assume an impedance-based haptic rendering 

system and a single point of contact between the haptic probe and the object of 
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interested.  This work thus does not attempt to address the full range of possible 

contact types or probe shapes.  Similarly, this work does not attempt to validate the 

realism of an entire haptic rendering pipeline, which would require a consideration of 

device and user behavior and perceptual psychophysics.  Rather, we present a data set 

and several analyses that apply to a large (but not universal) class of haptic rendering 

systems.  We leave the extension of this approach to a wider variety of inputs and to 

more sophisticated metrics as future work. 

The remainder of this paper is structured as follows: Section 7.2 will describe 

our system for physical data acquisition, Section 7.3 will describe the process by 

which we simulate a contact trajectory for evaluation of a haptic rendering algorithm, 

Section 7.4 will describe some example results we have obtained through this process, 

and Section 7.5 will discuss the limitations of our method and several scenarios in 

which our data and methods may be useful to others in the haptics community.  We 

conclude with a description of our public data repository and a discussion of future 

extensions to this work. 

7.2 Data Acquisition 

Haptic rendering algorithms typically have two sources of input: a geometric model of 

an object of interest and real-time positional data collected from a haptic interface.  

The output of this class of algorithms is typically a stream of forces that is supplied to 

a haptic interface.  A key goal of our data and analyses is to compare this class of 

algorithms to real-world data, which requires: (a) collecting or creating a geometric 

model of a real-world object and (b) collecting a series of correlated forces and 

positions on the surface of that object. 

We have constructed a sensor apparatus that allows the collection of this data.  

Our specific goal is to acquire data for haptic interaction with realistic objects using a 

hand-held stylus or pen-like device (henceforth called ―the probe‖).  We use the 

HAVEN, an integrated multisensory measurement and display environment at 

Rutgers, for acquiring measurements interactively, with a human in the loop. 
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In previous work ([147], [148]), we acquired such measurements using a 

robotic system called ACME (the UBC Active Measurement facility). This robotic 

approach has many advantages, including the ability to acquire repeatable and 

repetitive measurements for a long period of time, and the ability to acquire 

measurements from remote locations on the Internet. However, our current goals are 

different, and a hand-held probe offers a different set of advantages that are important 

for evaluating interaction with a haptic device. 

First, it measures how a real probe behaves during natural human interaction, 

and therefore provides more meaningful data for comparison. This is important, 

because contact forces depend in part on the passive, task-dependent impedance of the 

hand holding the probe, which is difficult to measure or to emulate with a robot arm.  

Second, the dexterity of robot manipulators available today is very poor in comparison 

with the human hand.  Furthermore, acquiring measurements in concave regions or 

near obstacles using a robot is very difficult, but is easy for a human. 

We acquired three types of measurements for each object in our data repository: 

  

1. The object‘s 3D shape 

2. Motion of the probe tip relative to the object 

3. The force on the probe tip during contact 

 

We describe these measurements in the remainder of this section, in reverse order. 

Force data are acquired using a custom-designed hand-held probe built around a 

Nano17 6-axis force/torque sensor (Figure 58) (ATI Industrial Automation, Apex, NC, 

USA).  The reported spatial resolution of the force sensor is as follows (the z-axis is 

aligned with the axis of the probe): Fx,Fy 1/320 N; Fz 1/640 N; Tx,Ty 1/128 N·mm; 

Tz 1/128 N·mm. 
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Figure 58.  The sensor used to acquire force and torque information, alongside a coin to 

indicate scale. 

 

A replaceable sphere-tipped Coordinate Measuring Machine (CMM) stylus is attached 

to the front face of the force sensor, and a handle to the rear, allowing a user to drag 

the probe tip over the surface being measured.  The interchangability of the probe tip 

is important, since the curvature of the contact area kinematically filters the probe 

motion and thus impacts the acquired data. 

As the surface is being probed, the force/torque measurements from the 

Nano17 are sampled at 5kHz using a 16-bit A/D converter (National Instruments, 

Austin, Texas, USA).  The static gravitational load due to the probe tip is compensated 

for based on the measured orientation of the probe.  The force and torque measured at 

the force sensor are transformed to the center of the probe tip to compute the contact 

force on the tip. 

In addition to measuring force and torque, the probe‘s motion is tracked to 

provide simultaneous position data. The probe is tracked using a six-camera motion-

capture system (Vicon Peak, Lake Forest, CA, USA).  Several small retroreflective 

optical markers are attached to the probe, allowing the camera system to record and 

reconstruct the probe‘s position and orientation at 60Hz.  The reconstructed position is 

accurate to less than 0.5mm. 
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The object being measured is also augmented with optical tracking markers, so 

the configuration of the probe with respect to the object is known even when the user 

moves the object to access different locations on the surface.  The object is scanned 

with a Polhemus FastScan laser scanner (Polhemus, Colchester, VT, USA) to generate 

a mesh representation of the object's surface.  The manufacturer reports an accuracy of 

1mm for the surface.  A water-tight triangular mesh is extracted from the scans using a 

fast RBF method.  The location of the optical tracking markers are included in the 

scan to allow registration of the surface geometry with the motion capture data 

acquired during contact measurement.  Figure 59 shows an example data series 

acquired with our setup. The full data set is available in the public repository (see 

Section 7.7). 

 

 

Figure 59.  Data collected from our scanning apparatus.  Normal (z) forces are indicated 

in red, tangential (x,y) forces are indicated in green and blue.  The data presented here 

represent a scanning motion, primarily on the y axis, on a flat plane.  Brief initial and 

final taps were added to aid registration of force and motion data; they are visible in the 

normal force. 
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Our initial scanning effort has focused on rigid objects, to constrain the analysis to 

static geometry. 

7.3 Data Processing 

Given a set of scanned trajectories, we evaluate a haptic rendering algorithm 

by feeding a sequence of scanned probe positions into the algorithm and comparing 

the computed forces to the physically-scanned forces.  For penalty-based haptic 

rendering algorithms, this requires a pre-processing step to create a virtual trajectory 

that is inside the virtual representation of the scanned object. 

This section will describe this process, which can be summarized in three 

stages: 

 

1. Pre-processing of a scanned trajectory to allow direct comparison to rendered 

trajectories. 

2. Computation of rendered forces and a surface contact point trajectory by the haptic 

rendering algorithm that is being evaluated, using the pre-processed input 

positions. 

3. Computation of performance metrics from the output of the haptic rendering 

system. 

 

Figure 60 summarizes this process. 
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Figure 60.  An overview of our data processing and algorithm evaluation pipeline.  An 

object is scanned, producing a 3D geometric model and an out-trajectory.  An in-

trajectory is synthesized from this out-trajectory and is fed as input to a haptic 

rendering system, which produces force and trajectory information.  This information 

can be compared to the physically-scanned forces and the original trajectory. 

 

 

7.3.1 Data pre-processing 

The haptic rendering algorithms on which we have performed initial analyses are 

penalty-based: the virtual haptic probe is allowed to penetrate the surface of a 

simulated object, and a force is applied to expel the haptic probe from the object.  A 

physical (real-world) probe scanning the surface of a physical object never penetrates 

the surface of the object.  Therefore a virtual scanning trajectory is not expected to be 

identical to a physical trajectory, even if a user intends to perform the same probe 

motions on the real and virtual objects.  We therefore perform a pre-processing step 

that – given a physical scanning trajectory – generates a sub-surface trajectory that 

(under ideal conditions) produces a surface contact trajectory that is equivalent to the 
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scanned trajectory.  This allows a direct comparison of a trajectory collected from a 

haptic simulation with the ideal behavior that should be expected from that simulation. 

We refer to an ideal trajectory (one in which the probe never penetrates the surface of 

the object) as an ―out-trajectory‖, and a trajectory that allows the probe to travel inside 

the object as an ―in-trajectory‖.  Figure 61 demonstrates this distinction.  

 

 

Figure 61.  An “out-trajectory” represents the path taken by a physical probe over the 

surface of an object; a haptic rendering algorithm typically approximates this trajectory 

with an “in-trajectory” that allows the probe to enter the virtual object. 

  

The penetration depth (the distance between the in- and out-trajectories) of a 

virtual haptic probe into a surface is generally dependent on an adjustable spring 

constant, which is an input to the algorithm and should be considered part of the 

system that is under evaluation; this constant is reported along with all results in our 

online repository.  The spring constant is assumed to be homogeneous for purposes of 

the present analysis. 

Typically, penetration depth and the resulting penalty force are related to this 

spring constant according to Hooke‘s Law: 

 

fp = -kx                         (1) 

 

Here fp is the penalty force vector, k is the scalar stiffness constant, and x is the 

penetration vector (the vector between the haptic probe position and a surface contact 
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point computed by the haptic rendering algorithm).  We use this relationship to 

compute a corresponding in-trajectory for a physically-scanned out-trajectory. 

Surface normals are computed at each point in the out-trajectory, using the 

scanned geometric model of the object.  These surface normals are then used to extract 

the normal component of the recorded force at each point.  Each point in the sampled 

out-trajectory is then converted to a corresponding point in the in-trajectory by 

projecting the surface point into the object along the surface normal, by a distance 

inversely proportional to the chosen stiffness and directly proportional to the recorded 

normal force (for a given normal force, higher stiffnesses should result in lower 

penetration depths): 

 

pin = pout - Fn / k                (2) 

 

Here pin and pout are corresponding in- and out-trajectory points, Fn is the recorded 

normal force at each point, and k is the selected stiffness constant.  This relationship is 

illustrated in Figure 62.  Each in-trajectory point is assigned a timestamp that is equal 

to the corresponding out-trajectory point‘s timestamp. 
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Figure 62.  Computation of an in-trajectory point from a sampled out-trajectory point. 

 

Following this computation, the in-trajectory corresponding to a physical out-

trajectory is the path that a haptic probe would need to take in a virtual environment so 

that the surface contact point corresponding to that haptic probe path precisely follows 

the sampled out-trajectory. 



 146 

7.3.2 Trajectory processing 

The input to a haptic rendering algorithm is typically a geometric model of an object 

of interest and a series of positions obtained from a haptic interface.  For the present 

analysis, we obtain a geometric model from the laser-scanning system described in 

Section 7.1, and we present a stream of positions – collected from our position-

tracking system – through a ―virtual haptic interface‖.  From the perspective of a 

rendering algorithm implementation, this interface plays the role of a haptic device 

that is able to report its position in Cartesian space. 

Given an in-trajectory computed from a physical out-trajectory, we can thus 

simulate a virtual haptic interaction with an object, which will produce a stream of 

forces and – in the case of many common haptic rendering algorithms – a new out-

trajectory (which we refer to as a ―rendered trajectory‖), representing the path that a 

virtual contact point traveled on the surface of the virtual object. 

The computational complexity of this simulation is identical to the case in which a 

haptic interface is used interactively, allowing assessment of computational 

performance in addition to algorithm output. 

7.3.3 Metric extraction 

Each time an in-trajectory is fed through a haptic rendering algorithm, producing a 

stream of forces and surface contact point locations, we collect the following 

evaluation metrics: 

 

 Output force error: the difference between the forces produced by the haptic 

rendering algorithm and the forces collected by the force sensor.  This is 

summarized as a root-mean-squared Euclidean distance, i.e.: 

 





N

i

ii rFpF
N

e
1

1 
                  (3) 
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 Here N is the number of samples in the out-trajectory, Fpi is the physically-

scanned force at sample i and Fri is the rendered force at sample i.  This metric is 

referred to as ―RMS Force Error‖ in Section 7.4.  The physically-scanned forces 

have been resampled to align in time with the position samples.  

 

 Output position error: the difference between the surface contact point position 

produced by the haptic rendering algorithm and the physically sampled out-

trajectory.  This can also be summarized as a root-mean-squared Euclidean 

distance, although we have found that it is more valuable to collect the cases that 

exceed a threshold instantaneous error, representing ―problematic‖ geometric 

cases. 

 

 Computational cost: the mean, median, and maximum numbers of floating-point 

operations required to a compute a surface contact point and/or penalty force and 

the floating-point operation count for the complete trajectory.  While this is not a 

truly platform-independent measure of computational complexity, it scales well 

among CPU speeds and is roughly proportional to computation time on a 

particular CPU. 

 

We do not present these metrics as a comprehensive representation of haptic rendering 

performance, rather we present them as examples of immediately-useful data that can 

be extracted using our data collection system, data repository, and offline processing 

approach.  We anticipate that future work and future contributions by the haptics 

community will expand the set of available metrics and assess their correlations to the 

perceptual quality of haptic environments. 

7.4 Experiments and Results 

We used the analyses discussed in Section 7.3 to conduct four experiments that 

attempt to quantify and compare haptic rendering algorithms.   Specifically, we 

explored: 
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1. The relative accuracy and computational cost of a haptic proxy algorithm and a 

rendering scheme based on voxel sampling. 

2. The impact of simulated friction on the accuracy of haptic rendering and the use of 

ground truth data for friction identification. 

3. The impact of mesh resolution on the accuracy of haptic rendering. 

4. The impact of force shading on the accuracy of haptic rendering. 

 

For consistency, these analyses have all been performed using the same model (a 

scanned plastic duck) and input trajectory (see Figure 63), which is available in the 

online repository. 

 

 

Figure 63.  The model and scanned trajectory used for the experiments presented in 

Section 7.4. 

 

These results are presented as examples of analyses that can be derived from our data 

sets, and their generalization to a wider variety of rendering algorithms, models, and 

trajectories is left for future work and is the primary goal of our online repository. 
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7.4.1 Proxy-based vs. voxel-based rendering 

Our approach was used to compare the computational cost and force errors for a 

public-domain implementation [42] of the haptic proxy (god-object) algorithm [218] 

and a voxel-based rendering scheme [116], and to assess the impact of voxel 

resolution on rendering accuracy.  This analysis does not include any cases in which 

the proxy provides geometric correctness that the voxel-based rendering could not; i.e. 

the virtual haptic probe never ―pops through‖ the model. 

Voxel-based rendering was performed by creating a fixed voxel grid and 

computing the nearest triangle to each voxel center.  The stored triangle positions and 

surface normals are used to render forces for each voxel through which the probe 

passes. 

Results for the proxy algorithm and for the voxel-based algorithm (at two 

resolutions) are summarized in Table 4, including the computational cost in floating-

point operations, the initialization time in seconds (on a 1.5GHz Pentium), and the 

memory overhead.  We observe that the voxel-based approach offers comparable force 

error and a significant reduction in floating-point computation, at the cost of 

significant preprocessing time and memory overhead, relative to the proxy (god-

object) approach.  It should be noted that analysis of this particular trajectory does not 

capture the fact that the proxy-based approach offers geometric correctness in many 

cases where the voxel-based approach would break down.  We will discuss this further 

in section 7.5. 

 

Algorithm Voxel 

resolution 

RMS force 

error (N) 

Floating-

point ops 

Init 

time (s) 

Memory (MB) 

voxel 32
3
 .136  484K 0.27 1.0 

voxel 64
3
 .130  486K 2.15 8.0 

proxy N/A .129  10.38M 0.00 0.0 

 

Table 4.  Accuracy and cost of haptic rendering using proxy- and voxel-based rendering 

schemes.   
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7.4.2 Friction identification and evaluation 

Our approach was used to evaluate the impact of simulated friction on the accuracy of 

haptic rendering, using a public-domain implementation [42] of the friction-cone 

algorithm [76].  This analysis also demonstrates the applicability of our approach for 

identifying rendering parameters – in this case a friction radius – from ground-truth 

data. 

This analysis uses the friction cone algorithm available in CHAI 3D (version 

1.31). The in-trajectory derived from the physical-scanned (raw) trajectory is fed to 

CHAI for rendering, and the resulting forces are compared to the physically-scanned 

forces. The coefficient of dynamic friction is iteratively adjusted until a minimum 

error between the physical and rendered forces is achieved.  Static (stick-slip) friction 

was not considered for this analysis. 

Results for the no-friction and optimized-friction cases are presented in Table 5, 

including the relative computational cost in floating-point operations.  We observe that 

the trajectory computed with friction enabled contains significantly lower force-

vector-error than the no-friction trajectory, indicating a more realistic rendering, with 

only a slightly higher computational cost. 

 

Friction radius (mm) RMS force error (N) Flops 

0.0000 (disabled) 0.132  10.4M 

0.3008 0.067  10.8M 

 

Table 5.  Rendering accuracy with and without simulated dynamic friction.   

 

7.4.3 Impact of mesh resolution 

Our approach was used to assess the impact of varying mesh resolution on the 

accuracy of haptic rendering.  This is a potentially valuable application of our data, 

since mesh resolution is often varied to trade off performance for accuracy for specific 

applications, and the use of ground truth data will allow application developers to 

select minimal models that meet application-specific accuracy bounds. 
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The haptic proxy algorithm was provided with an in-trajectory and with eight 

versions of the duck model, each at a different tessellation level.  The results for each 

resolution are presented in Table 6 and Figure 64.  We observe that the error is fairly 

stable for a large range of resolutions between 1000 and 140000 triangles, and 

increases sharply for lower resolutions. 

 

Model size (kTri) Flops RMS force error (N) Relative error 

0.2 9.7136M 0.085 9.92 

0.5 10.361M 0.031 3.55 

1 9.7921M 0.031 3.61 

3 10.380M 0.022 2.61 

6 10.560M 0.022 2.61 

9 10.644M 0.015 1.80 

64 10.064M 0.013 1.51 

140 9.2452M 0.009 1.00 

 

Table 6.  Rendering accuracy of the duck model at various mesh resolutions, computed 

using the proxy algorithm.  “Relative error” is computed as a fraction of the error 

obtained using the maximum-resolution model. 
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Figure 64.  Impact of mesh size (logarithmic on the x-axis) and force shading on RMS 

Force Error (y-axis) for our duck model, rendered with the proxy algorithm. 

 

7.4.4 Impact of force shading 

The analysis presented in Section 7.4.3 was repeated with force shading [125] enabled, 

to quantify the impact of force shading on the accuracy of rendering this trajectory.  

Force shading uses interpolated surface normals to determine the direction of feedback 

within a surface primitive, and is the haptic equivalent of Gouraud shading. 

Results are presented in Figure 64, along with the results assessing the impact 

of model size on rendering accuracy.  We observe that for a large range of model sizes 

– between 1k and 10k triangles, a typical range for object sizes used in virtual 

environments – force shading significantly reduces the RMS force error for rendering 

our duck model.  Note that the impact of force shading is related to the curvature of 

the object being rendered, and an object with smoothly-varying curvature (like our 

duck model) is expected to benefit significantly from force shading. 
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7.5 Discussion 

We have provided a series of ―ground truth‖ data sets for haptic rendering, acquired 

with a novel scanning paradigm that allows force and position data to be acquired 

during a natural, human-driven scanning motion.  We have also presented an approach 

for preprocessing this data to make it suitable as input for a variety of haptic rendering 

algorithms, and we have provided a series of example analyses that demonstrate our 

approach‘s ability to quantitatively assess haptic rendering systems. 

A key application of these data and analyses is to assess the accuracy of a 

particular haptic rendering system and to approximately bound the difference between 

the forces experienced by a user through a haptic interface and the forces the user 

would experience performing the same interactions with a real object.  This analysis 

can also be used to compare haptic rendering algorithms more objectively: if one 

algorithm consistently produces a lower force error relative to a real data set than 

another algorithm, it is objectively ―more realistic‖ by our metrics.  In this context, our 

ground truth data set and preliminary analysis techniques may play a role in haptics 

similar to the role played by [169] in stereo computer vision. 

This approach has an application not only in evaluating published rendering 

systems, but also in debugging individual implementations.  Debugging haptic 

rendering systems is often difficult relative to debugging other computer systems, due 

to the hard-real-time constraints, the nondeterminism introduced by physical devices, 

and the difficulty of reliably replicating manual input.  Our approaches and our data 

sets allow a developer to periodically test a haptic rendering system via a series of 

objective evaluations, and thus rapidly identify problems and isolate the changes that 

caused them. 

We have also provided an objective series of input data that can be used to 

evaluate the computational performance of an algorithm.  In this context, our data sets 

and analyses provide a ―haptic benchmark‖, analogous to the rendering benchmarks 

available to the graphics community, e.g. 3DMark (Futuremark Corp).  Computational 

performance of a haptic rendering system can vary significantly with input, but it is 

difficult to describe and distribute the input stream used to generate a performance 
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analysis result.  By providing a standard data series and a set of reference results, we 

present a performance benchmark that authors can use to describe algorithmic 

performance.  This is particularly relevant for objectively presenting the value of 

optimization strategies for rendering and collision detection whose primary value may 

lie in performance improvements.  Performance results are still dependent on the 

platform used to generate the results, but this information can be reported concisely 

along with results. 

The analyses presented here have focused primarily on ―force correctness‖, 

with the ultimate metric of algorithmic correctness being the accuracy of output forces 

relative to ground truth forces.  However, the use of standardized, pre-recorded haptic 

input data is also suited to assessing the geometric correctness of rendering algorithms, 

and for identifying anomalous cases that cause incorrect behavior in haptic rendering 

systems. 

For example, Figure 65 illustrates a problematic geometry that can be captured 

by our analysis approach.  In this case, for certain stiffness values and angles of 

extrusion (i.e. ―bump sharpness‖), the surface contact point produced by the proxy 

algorithm becomes ―stuck‖ on the bump, producing an incorrect trajectory that 

misrepresents object geometry.  Our approach allows a rapid evaluation of this 

geometry using a variety of synthetic models and a variety of algorithmic parameters 

(friction values, stiffnesses), allowing quantification of such problematic cases for 

particular renderer implementations.  These cases are very difficult to reliably isolate 

when a user and physical device are in the debugging loop. 
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Figure 65.  This failure case for the proxy algorithm is an example of a geometric 

anomaly that can be captured and quantified using pre-recorded trajectories. 

 

Our current approach and available data sets, however, suffer from significant 

limitations.  While a direct comparison of an algorithm‘s output forces to ground truth 

forces is expected to correlate to some degree with perceptual realism, it is not nearly 

a comprehensive metric.  Furthermore, algorithmic performance and even results are 

expected to vary somewhat when collected with a user and a physical device in the 

loop, and no set of reference data can completely capture all possible cases that may 

have particular impacts on various rendering algorithms.  Despite these limitations, we 

propose that a standard approach to haptic rendering analysis and standard data series 

will significantly enhance the quality and objectivity of haptic rendering system 

evaluation.  In the following section, we will discuss future work and planned 

improvements to our online repository that will broaden the applicability of our data 

and methods. 

7.6 Future Work 

To address the limitations discussed in the previous section, future work will add both 

data and additional analyses to our repository.  In particular, we hope to capture a wide 

variety of geometries, material types, contact pressures, and contact trajectories.  
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Subsequent acquisitions will focus on adding more complex contact shapes (our 

current probe approximates a single point of contact). 

Furthermore, the simple RMS force error metric used in this paper is not 

expected to be an optimal representation of perceptual accuracy of haptic rendering.  

Future work will include the development and psychophysical evaluation of more 

appropriate metrics for ―haptic correctness‖. 

Given a sufficient variety of data, our approach also may have value in the 

automated optimization of various parameters used in haptic rendering; the 

identification of a dynamic friction coefficient in section 7.4.2 is a preliminary 

example of this application.  Future work will include the generalization of this 

optimization scheme to a wider variety of parameters, e.g. static friction, local 

compliance, roughness, and haptic texture. 

7.7 Data repository 

To provide a standard reference that can be used by the community for evaluation of 

haptic rendering systems, the data, methods, and results discussed in this paper are 

publicly available at: 

 

http://jks-folks.stanford.edu/haptic_data/ 

 
 

 

 

http://jks-folks.stanford.edu/haptic_data/
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8 Conclusion and Future Work 

8.1 Summary 

This thesis has presented techniques for haptic rendering and physical simulation that 

are relevant to applications in virtual surgery.  We began with a description of our 

simulation environment for virtual bone surgery, presenting several haptic rendering 

techniques and evaluating the construct validity of our simulator.  We subsequently 

discussed several related bodies of work, focusing on problems related to – but not 

limited to – our simulator. 

The organization of this dissertation parallels our development process: this 

project has proceeded in close collaboration with surgeons, and that collaboration has 

revealed the essential technical problems whose solutions would contribute to 

effective simulation.  Our evaluation of haptic mentoring, though performed in an 

abstract psychophysical context, emerged from the observation that haptic feedback 

could be effective as a demonstration mechanism in a medical simulator.  Our 

approach to preparation and calibration of deformable objects emerged as our 

simulator progressed toward incorporating soft tissues and required objects that were 

both patient-specific (and thus prepared with little manual intervention) and realistic.  

A number of haptic rendering and data processing techniques emerged in the 

development of our simulator and the other projects presented in this thesis; Section 6 

presented some of those techniques in a general context to broaden their applicability.  

Finally, our approach to validating haptic rendering algorithms emerged from our need 

to confirm and improve the realism of our simulator‘s rendering techniques.  The use 
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of ground truth data and data-driven methods in general form a common thread among 

much of the work presented here. 

8.2 Lessons Learned 

8.2.1 The Role of Surgeons in Simulator Development 

Many simulation projects to date have focused on – or have been motivated by – 

specific technical problems, often problems related to soft-body deformation.  This has 

been essential to the development of core simulation technology, and work of this 

nature will likely be of continued importance until accurate, interactive deformation 

models are widely available to simulator developers.   

On the other hand, our collaborative approach to simulator design incorporates 

engineers, computer scientists, medical faculty, and experts in the pedagogical aspects 

of medical simulation.  This approach will likely be essential as medical simulation 

matures and becomes a standard part of clinical training and surgical practice.  It goes 

without saying that an effective simulator requires accurate content that can only be 

delivered in cooperation with medical personnel.  But on a higher level, surgeons are, 

ultimately, the ―customers‖ of medical simulation projects, and can provide invaluable 

advice on the level of required realism, which may vary tremendously across 

applications (for example, training residents may require more precision than 

refreshing experts) and across surgical procedures.  While computer scientists can 

often get stuck on improving overall realism (particularly graphical realism), surgeons 

are able to describe the sources of feedback that are critical to surgical training, which 

may be visual or non-visual, and some visual subtleties may even be enhanced by non-

photorealistic rendering.  This is the approach we‘ve taken with our simulation 

environment; overall realism was deemed to be less important than accurately 

providing the visual, haptic, and auditory cues that guide surgical decision-making.  

And within the set of those cues that are visual, we focused on rendering the features 

that surgeons identified as most relevant.  For example, we determined that 

nonrealistic bone rendering is acceptable, but that it is critical for soft-tissue structures 

to become visible through drilled bone as the bone becomes thin. 
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Furthermore, surgeons will ultimately govern the adoption of simulation 

technology.  Surgeons make decisions regarding resident curricula and departmental 

budgets, thus their enthusiasm – in addition to their intuition – is critical to progress in 

this area.  Many simulation projects will begin and end according to the cycle of Ph.D. 

students in technical disciplines, but projects that last and become part of surgical 

curricula – and are eventually disseminated beyond the developing institutions – will 

be those that have garnered the support and enthusiasm of medical departments.  

 Finally, tuning of critical constants in simulation is often best performed with 

assistance from experienced surgeons.  Nearly every algorithm for deformation or 

haptic rendering requires adjusting some set of values that affect the interactive 

behavior of the system, or control tradeoffs between performance and accuracy.  And 

while these values often have a theoretical basis and can be set to ―correct‖ values or 

can be set using ground truth data, it may be more efficient in some cases to allow 

experienced surgeons to adjust them interactively.  Similarly, some systems may be 

subject to noise or other disturbances, such that values set based on theory or ground 

truth may still yield imperfect simulations.  In these cases, it may also be appropriate 

to allow a surgeon to adjust on-screen dials or configuration files to optimize system 

behavior.  Furthermore, it is often the case that simulations need not – or should not – 

be perfectly realistic, and in these cases the subjective impressions of target users are 

better reflections of ―correctness‖ than theory or ground truth.  For example, a 

preoperative rehearsal system might be best run at speeds significantly faster than real-

time, to minimize rehearsal time, so a ―realistic‖ drilling simulation may not be 

appropriate. 

In this dissertation, we have allowed certain parameters to be calibrated 

manually by surgeons, where such calibration was tractable and not impractically 

time-consuming.  For example, bone removal rates and stiffness values for our drilling 

simulation were bound to on-screen widgets that were adjusted over time by 

collaborating surgeons.  On the other hand, Section 5 focuses on automatically 

calibrating complex deformable materials, whose parameter sets are both unintuitive 

and impractically large, and thus cannot be calibrated manually. 
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8.2.2 Observations on User Interfaces for Virtual Surgery 

Much of the feedback that surgeons have provided about our simulation environment 

has focused on user interface.  Surgeons are generally quite comfortable using haptic 

devices for drilling (Figure 66a), find the use of digital foot pedals (Figure 66b) to be 

sufficiently representative of the pneumatic foot pedals used intraoperatively, and 

report that their experience viewing operative fields through a surgical microscope 

translates well to viewing virtual scenes through the binocular stereo display used in 

our prototype (Figure 66c).  However, surgeons have a particularly difficult time 

adjusting to switching tools and manipulating the camera in the virtual environment.  

This is consistent with our anecdotal observations collected during the course of the 

experiment presented in Section 3; we noted that surgeons had some difficulty re-

creating the microscope (virtual camera) positions they are accustomed to, and thus 

spent a disproportionate amount of time manipulating the camera 

. 

           

         (a)                (b)           (c) 

Figure 66. Components of our surgical workstation.  (a) Haptic devices for drilling and 

suction, (b) foot pedals for enabling the drill/suction tools and zooming the camera, (c) 

binocular stereo display. 

 

 Microscopes used intraoperatively for microsurgical procedures generally have 

six degrees of freedom, all of which are simultaneously adjusted when the surgeon 

releases a brake on the device.  Friction and inertia limit rapid movement.  Critically, 

the surgeon himself moves with the microscope, a phenomenon that is challenging to 

replicate in simulation without introducing a costly and ergonomically difficult display 

platform.  Similar challenges arise in simulating open procedures, where a surgeon 

himself has six degrees of ―camera‖ freedom and moves continuously. 
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We experimented with several approaches to providing six degrees of camera 

control in our simulator, and hope to conduct a formal study in the future that 

evaluates the strengths and weaknesses of each.  Here we will briefly discuss some of 

the approaches we tried, hopefully offering some insight to those developing similar 

systems and choosing among camera control strategies. 

We initially mapped the six degrees of freedom of a six-degree-of-freedom 

(three active, three passive) haptic device to the six degrees of freedom of the camera.  

This approach presents two significant problems.  Firstly, because haptic devices with 

this (typical) configuration cannot be actively oriented and do not have infinite ranges 

of motion in any degree of freedom (rotational degrees are particularly limited), device 

movement must be mapped to camera movement in a relative, ―clutched‖ sense.  This 

is not necessarily problematic, but it does not reflect the feel of an absolutely-

positioned surgical microscope.  Furthermore, we found the rotational degrees of 

freedom of the haptic device – which is small and has limited friction/inertia – to be 

more sensitive than the corresponding degrees of freedom found on a microscope.  

Consequently, it was difficult to translate the virtual camera without simultaneously 

rotating it. 

We solved the latter problem by discarding the rotational degrees of freedom 

of the haptic device when manipulating the camera, and mapping the three 

translational degrees of freedom of the haptic device to either the rotational or 

translational degrees of freedom of the camera, depending on the state of a button.  

When one button is pressed, translating the device translates the camera; when a 

different button is pressed, translating the device rotates the camera. 

Once an intuition is developed for this scheme, we find that it is much easier to 

control than the scheme employing all six degrees of device freedom, since only three 

degrees of freedom are active at one time.  However, building such an intuition for this 

control scheme is difficult for many users.  Mapping device translation to camera 

rotation is fairly straightforward; we explain it to novices as grabbing the back of a 

video camera that is rotating on a tripod.  However, users have significant trouble 

planning camera movements, which requires decomposing a desired camera state 
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(position and orientation) into the translational and rotational paths necessary to arrive 

at that state.  A user can often imagine himself at a particular place in the scene, 

looking in a particular direction, but it is often unclear what sequence of rotations and 

translations would move the camera from the current state to the imagined or desired 

state. 

Future work will explore the psychophysical aspects of this problem in more 

detail, building on existing literature in the virtual reality community on first-person 

navigation and camera/scene manipulation ([72], [190], [192], [47], [216], [48], [208], 

[14], [46], [188], [187], [158], [29]).  We are also experimenting with isometric, six-

degree-of-freedom camera controllers based on optical tracking and/or strain gauges, 

and with absolutely-positioned camera controllers based on rigid linkages with 

potentiometers or encoders. 

8.3 Future Work 

The individual sections of this dissertation discussed future work related specifically 

to each of the topics discussed.  This section will first discuss work that will enable the 

integration of the components presented in this dissertation, then will propose several 

broader areas for research in surgical simulation. 

8.3.1 Integration into the Bone Surgery Simulator 

Future work at Stanford on the simulation environment for bone surgery will include 

the integration of the components discussed here, particularly in applying the work 

developed in Sections 4, Section 5, and Section 7 to the environment discussed in 

Section 3.  Haptic mentoring – discussed in an abstract context in Section 4 – offers 

tremendous possibilities for surgical simulation, and a basic implementation of this 

technique was discussed in Section 3.  Before this can be more effectively integrated 

into a surgical trainer, future work will include selecting exactly the haptic features 

that should be presented to a trainee, evaluating the tradeoff between position gain and 

force playback, and formally evaluating the efficacy of this approach in teaching 

surgical skills.  The techniques presented in Section 5 prepare anatomy models for 
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real-time deformation, and their incorporation into our simulation environment – for 

example to represent tumors, muscle tissue, etc. – will require further work on image 

segmentation (to construct surface models from image data), collision detection, and 

haptic rendering (the simulation techniques referred to in Section 5 do not proceed at 

haptic rates and do not trivially yield haptic feedback forces). 

8.3.2 New Directions 

The remainder of this section proposes several broader areas for research in surgical 

simulation. 

8.3.2.1 Patient-specific Simulation 

A key application of medical simulation will likely be patient-specific simulation, i.e. 

practicing a particular procedure on an actual patient‘s anatomy, pathology, and 

physiology.  This will allow surgeons to rehearse preoperatively in cases where a 

surgery may be challenging, where adverse events are considered likely, or where 

multiple approaches may be possible.  Furthermore, patient-specific simulation will 

allow residents to review actual cases before or after procedures to obtain a deeper 

understanding of intraoperative events.  However, several challenges need to be 

addressed before patient-specific simulation becomes a reality. 

 The first and most critical is automated segmentation of medical images.  It is 

expected that a simulation environment will treat different tissue types differently (for 

example, bone might be voxelized as per Section 3 of this dissertation, while a muscle 

might be prepared as a deformable object as per Section 5).  Segmentation, however, 

is still a largely open problem (reviews of core techniques are provided in [149], [39], 

[115], [202], [22]).  Achieving success in patient-specific simulation will thus require 

domain-specific identifications of which tissue types need to be extracted per-patient, 

which can be used from canonical atlases, which can be segmented with limited 

accuracy, etc.  A closely-coupled problem is image registration: the alignment of 

multiple images – captured at different times or via different modalities – to 

supplement the information available in a single image.  Automatic registration is also 

considered an open problem and has yet to emerge as a common feature in 
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commercial image-processing platforms.  [109] provides a review of core techniques 

in this area.  Registration is particularly relevant for patient-specific simulation, as 

certain critical structures may be visible in some modalities but not in others, so 

multiple images are required to gather all the information necessary for a complete 

rehearsal.  For example, CT images of the temporal bone region simulated by our 

environment generally present crisp images of bone boundaries, while MR images 

reveal nerves and blood vessels not visible via CT. 

 Beyond segmentation and registration, patient-specific simulation will likely 

also require information about tissue properties, physiology, and pathology that are 

currently beyond the scope of automatic determination from image data alone.  Future 

work will be required to assess whether using canonical values for mechanical tissue 

properties is sufficient for patient-specific rehearsal, or whether such properties can be 

automatically determined from image density values.  The work on tissue property 

acquisition discussed in Section 2.4 will need to continue into a clinical setting, and 

will likely be coupled with non-invasive measurements of human tissue properties 

using optical imaging or video sequences. 

Perhaps the most significant problem in the area of patient-specific simulation 

is the identification of the ideal feature set for a patient-specific simulator.  In other 

words, what type of simulation will surgeons actually use in practice?  A fully realistic 

simulator is unlikely to be adopted, as surgeons are unlikely to routinely spend five 

non-clinical hours preparing for a five-hour procedure.  In general, surgeons are likely 

to be interested in specific components of a procedure, and providing a user interface 

that allows surgeons to identify and ―fast-forward‖ to those components – perhaps 

based on sequences of events recorded from canonical procedures – is a target for 

future research.  The ―right‖ application – the tool a surgeon would want on his or her 

desk for frequent use – will likely sit somewhere between simulation and interactive 

visualization. 

8.3.2.2 Curriculum Development 

Even given an ideal physical simulator and user interface, the successful application of 

medical simulation to resident training will require significant curriculum 
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development, integrating input from surgeons, educators, and simulation engineers.  

Whether this will require task-specific manual preparation for new disciplines and/or 

new cases is not yet clear; future work will focus both on specific curriculum 

development and on techniques for accelerating curriculum development, including 

automatic preparation of case data, improved user interfaces for interactive atlases, 

and design guidelines for preparing new simulation-based material. 

8.3.3.3 Automated Evaluation 

Closely related to curriculum development is the topic of automated evaluation.  

Simulators provide a potential mechanism for standardizing the evaluation of 

residents, which is currently somewhat subjective in most disciplines and varies 

among instructors and among institutions.  Furthermore, simulators offer the 

possibility of immediate, trainee-specific feedback that can optimize a resident‘s 

training program and focus each user on specific problem areas. 

 However, significant work needs to be done to enable automated assessment of 

correctness and automated scoring.  This may take the form of recognizing 

physiologically-threatening events, may depend on explicitly-defined ―correct 

techniques‖ reported by surgeons, and/or may utilize comparisons to canonical 

procedures performed by skilled surgeons.  We are currently using the data collected 

for the validation experiment presented in Section 3 (recorded simulated procedures, 

instructor-assigned scores, and reported experience levels) to build automated 

classifiers that separate novices from experts ([179], [178], [177]).  Later we plan to 

extend this to automated scoring, and ultimately to an interactive training environment 

for temporal bone procedures.  Other work in this area focuses on defining Markov 

models for correct surgical procedures ([163], [164], [162], [52], [86]). 

8.3.3.4 Non-Traditional Applications 

The final area for future research in medical applications that we‘ll highlight here is 

the application of simulation technology to non-traditional simulation settings, i.e. 

applications outside of the standard surgical training/rehearsal model. 
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One particularly appealing model is simulation for veterinary care, focusing on 

surgeries for uncommon species on which a veterinarian may be required to perform a 

procedure with little background.  While most veterinarian will encounter primarily 

domestic animals (pets and livestock), a veterinarian working at a zoo, wildlife 

sanctuary, wildlife rehabilitation center, etc. is likely to encounter species that his or 

her veterinary training did not cover.  Simulation – even based on a small number of 

canonical models for each species – offers veterinarians a mechanism for rapid 

practice on representative anatomy, physiology, and pathology.  Future work in this 

area will focus largely on acquiring image data, physiology data, and tissue property 

information for a variety of species, and extending existing simulation work (for 

human applications) to take advantage of this data. 

 Another potential application for simulation is in training non-surgical 

personnel who may have to perform basic surgical procedures in crisis situations or in 

situations where medical personnel or hospital transport are unavailable.  This may 

include first responders (particularly EMT‘s and paramedics), non-surgeon physicians, 

nurses, physician assistants, and military personnel.  Similarly, simulation offers a 

mechanism for preparing even experienced surgeons for unusual surgical conditions, 

e.g. battlefield surgery, on-site surgery during crises, surgery in poorly-equipped 

hospitals, etc.  Work in this area will focus largely on curriculum development, and 

may place only limited requirements – relative to routine resident training – on 

simulation precision. 

 Finally, simulation – likely coarse simulation – may offer an interactive 

mechanism for patients and their families to quickly understand procedures 

preoperatively, in significantly more detail than a surgeon can provide verbally.  

While this may not be desirable for all patients, the medical community strives to 

make relevant information available to patients, and simulation-based presentations 

may be efficient and effective in introducing surgical concepts to patients.  Again, 

precision is unlikely to be a limiting factor here; future work in this area will focus 

primarily on curriculum development and user interface. 
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